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Abstract

The numbers system is one of the widest-used syowydtems in human culture — almost
all of us read, write, and understand numbers. fsraal system, it is very simple: merely 10
digits, few dozens of number words, and a relagigahall set of formal rules are sufficient to
define how any digit string can be converted todbeesponding sequence of number words
and vice versa, and the quantity represented lsgtbequences. As a cognitive system, however,
the number system is not that simple. It involvedtiple representations — digits, number
words, and quantity — and dedicated conversionwmth between these representations. The
complexity of this system is demonstrated by theglperiod — several years — that it takes
children to master it, and by the finding of manffedent cognitive disorders that disrupt
number processing.

One cognitive challenge in handling numbers is eotivg them from one representation to
another. The challenge is especially difficult faulti-digit numbers: they require not only
mapping digits and number words between represensatbut also taking into account the
relations between these elements. Thus, multi-digihbers boost the number system from a
simple symbolic system into a syntactic system,tbaerepresents the number’s structure.

This PhD research examined two conversion pathwhgsulti-digit numbers: how a digit
string is converted to quantity when we comprehigrahd how it is converted to a sequence of
number words when we read it aloud. For each dcfetlpathways, | focused on the syntactic
processes that handle the number’ structure.

Converting digit stringsto quantity. To investigate this conversion process, we deeslop
a novel research paradigm: participants pointethéolocation of multi-digit numbers on a
number line, while their finger location was coniusly monitored. The location marked on
the line reflect the underlying quantity represéntg and the intermediate finger movement
reflects the process of creating this quantity.

One such question examined using this paradigmwh&sher the quantity representation
relies on a linear or a compressive scale. Prewstudies consistently showed that educated
adults map numbers to positions linearly. In 8 expents with 174 participants, they too
showed a linear mapping pattern at the trajectorypeints, but crucially, they showed a
transient logarithmic effect in intermediate findecations. This transient log effect resulted
from differential processing speeds of small vertarge quantities: small numbers are



processed faster than large numbers, so the fiteyeates towards the target position earlier for
small numbers than for large numbers. When theefidgviation times were controlled for, the
log effect disappeared. This faster processingnofllsnumbers presumably results from
nonlinearity in the quantity representation: theaating of larger quantities is fuzzier, so it takes
longer to process.

A second major question was whether the digits ofiudti-digit number are processed
serially or in parallel. To examine this questiarg ran two number-to-position experiments
while inducing a lag between the appearance ofifivade and unit digits. Inducing a lag in the
unit digit delayed the unit effect on finger moverhdy 35 ms less than the lag duration,
indicating an idle time window of 35 ms in the @mtrocessing pathway. We propose that this
idle time window results from the creation of atsytic frame, a representation of the multidigit
number’s structure.

We also examined the decision processes involvdteinumber-to-position task. Bayesian
theory predicts that optimal decisions start frompr@r probability distribution of possible
responses, acquired from previous trials, and @pdatccording to specific evidence received
on the current trial. We examine this predictionhwour task by manipulating three different
factors: the finger’s initial direction, the didiution of prior target numbers, and the current
target number. As predicted by the Bayesian mduhgler direction was sequentially affected
by these three factors, in this order.

The investigation of number comprehension conclwdés a detailed cognitive model of
the number-to-position mapping task, comprisingiintt stages: a quantification stage; a
Bayesian accumulation-of-evidence stage, leadirggdecision about the target location — first
according to prior trials, then according to therent-trial target; and a pointing stage. The
model describes several sub-processes in the foatitin stage: creating a syntactic frame for
the multi-digit number; binding each digit to a oeal role in this frame (units, decades, etc.);
guantifying the digit according to this role; amdeigrating the per-digit quantities into whole-
number quantity representations — an exact-linegresentation and an approximate-
compressive representation.

Converting digit strings to number words. To dissect this conversion pathway, we
investigated the number processing abilities oésemdividuals with different selective deficits
in number reading. Some participants were impairedisual analysis of digit strings: in
encoding the digit order, encoding the number lengt parsing the digit string to triplets.



Others were impaired in verbal production, makingrs in the number’s structure. Based on
the participants’ selective impairments and on jmev findings, we propose a detailed

cognitive model of number reading. The model pagéd that within visual analysis, separate
sub-processes encode the digit identities and ihi¢ arder, and additional sub-processes
encode the number’s decimal structure: its lengghtriplet structure, and the positions of 0.

Verbal production consists of a process that géeetthie verbal structure of the number, in a
tree-like structure that is then linearized to quemce of number-word specifiers; and another
process that retrieves the phonological forms oheaumber word.

The degree of specificity of these number readinucgsses was investigated in two
additional studies. The first of these studies @rathwhether number reading (converting digit
strings to words) uses the same cognitive processe®rd reading (converting letter strings to
words). We review in detail the various sub-proessavolved in reading words and numbers,
and ask whether each of them serves only word mgadinly number reading, or both. The
review of previous studies, together with two neardvnumber dissociations we found in the
present study, led to the conclusion that the repdathways of words and numbers are almost
fully separate. We propose that differences in rtiegpho-syntactic structure of words and
numbers may underlie this separation.

The second study examined whether number readimyécting digit strings to words) uses
the same cognitive processes as number comprehefesioverting digit strings to quantity).
Again, the answer was negative: we investigated aiNaphasic patient who could not read
two-digit strings but could convert them to wholearber quantities. This dissociation indicates
that the syntactic processes that handle the nusnbBucture during number reading are
separate from the syntactic processes involvedimber comprehension.

Arithmetic facts. The final section of this dissertation investigated asgble source of
difficulty in learning the multiplication table: pgrsensitivity to interference, a severe difficulty
in memorizing similar verbal items. Previous stsd@owed correlational evidence for relation
between hypersensitivity to interference and mltigion deficits; here, we provide causal
evidence. In a training study, we manipulated tbgrele of interference, and we showed that
high-interference conditions disrupted the memdioraof the multiplication table but low-
interference conditions did not. We lay out a polesanalogy between this case and other
situations of sensitivity to interference, and ep that sensitivity to interference is a property
of syntactic systems that represent relations batvitems. Furthermore, our method indicates



that effective teaching of the multiplication talsleould group together multiplication facts as

dissimilar from each other as possible; this mdiyfoareconsideration of the teaching methods
in elementary schools.

Overall, this dissertation resulted in two detailed cogmeitmodels of multi-digit number
processing: one describing how digit strings ameveded to quantity, and the other describing
how digit strings are converted to oral number 8ok part of this dissertation, we created a
novel research paradigm (trajectory-tracked nuntbgresition task), and a battery for detailed
assessment of cognitive disorders in symbolic nunpbecessing. Finally, we developed a
treatment method for rehabilitation of impaired Wiedge of calculation facts.
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1. Introduction

Most educated adults can easily read, write, ardkrstand multi-digit numbers, yet this
cognitive ability is not at all simple. Culturallytook millennia to develop the symbolic system
of numbers and the place-value decimal system. Fxatevelopmental perspective, it takes
young children several years until they masterdién@mal system and the meaning of numbers
(Berteletti, Lucangeli, Piazza, Dehaene, & Zorfi1@; Geary, 1994; Siegler & Booth, 2004;
von Aster & Shalev, 2007). And clinically, brainunies can cause many different numerical
deficits (Cipolotti, Butterworth, & Denes, 1991; Rsene & Cohen, 1991, 1995, 1997; Dehaene,
Piazza, Pinel, & Cohen, 2003; Delazer & Bartha,12(Delazer, Girelli, Semenza, & Denes,
1999; Deloche & Seron, 1982; Geary, 1993; McClosl@nkol, & Goodman, 1986; Willmes,
2008).

The history of multi-digit number systems is longdavinding. Most of the early number
systems were additive/subtractive systems, whexeqttantity is obtained by summation or
subtraction of the digit values (e.g., in Roman etats XVII = 10+5+1+1 = 17). Additive
systems were abandoned with time, except sporadisuch as the way we use Roman numerals
nowadays. They were replaced by positional systemshich the value of a digit symbol, and
often the number word that corresponds with thgit,dilepends not only on the symbol but also
on its position within the string. Even after pasial systems were invented, they were still
quite different from modern positional systemdhia earliest positional system, the Babylonian
system, numbers were written with several symbelsposition (e.g., the digits 1 and 4 both
occupied one position, in which 1 was represented single symbcl , and 4 was represented
by a sequence of symbolTIT ). This system did ne¢ laazero digit — a null value in a certain
position was indicated by space. For example, theber 7203, which in this base-60 system
is broken down into 2 x 80+ 0 x 63 + 3 x 6@, was written as 21T ) in the units (rightmost)
position, empty value (space) in the* @@sition, and 21T ) in the 8@third) position:.TT  TTT
. It took about two thousand more years to reachmaber system that essentially resembles the
modern system, with one character per position @armero symbol to indicate null-value
positions (Chrisomalis, 2010).

The complexity introduced by multi-digit numbersist only historical but also cognitive,
because the leap from single digits to multi-digitnbers involves some additional dedicated
cognitive mechanisms. Some of the strongest evaldoc the existence of such dedicated
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mechanisms come from situations in which these ar@sims malfunction. Several case studies
reported individuals who had good processing oflsirdigits, but difficulties in processing
multi-digit numbers, with error types that suggdste selective deficit in digit-integration
mechanisms (Cipolotti, 1995; Cipolotti, Warringtd Butterworth, 1995; McCloskey, 1992;
McCloskey, Sokol, Caramazza, & Goodman-SchulmafBp)19The complexity of multi-digit
numbers is experienced not only by individuals wibgnitive deficits, but by almost
everybody: learning to handle multi-digit numbessailong and tedious process for children.
Once children have learned single digits, it takesn several more years to learn how to read
multi-digit numbers (although they do exhibit paktknowledge of the decimal system more
quickly, Barrouillet, Thevenot, & Fayol, 2010).

This PhD research investigated the cognitive meshanof number processing, focusing
on multi-digit numbers — i.e., on the mechanisna thtegrate digits into a number. From a
theoretical perspective, knowing how our cognitsystem handles digit integration would
improve our understanding of these numerical cagmihechanisms, and as we shall see below,
may also have wider implications regarding the way cognitive system handles integration
of information in general. From a clinical perspeet by improving our knowledge of the
cognitive mechanisms of multi-digit number procegsiwe can help individuals with number
processing impairments.

* * *

Historically, the research of numerical cogniticashreceived much less attention than the
research of reading or writing. A major advancéhmfield of numerical cognition was during
the mid-1980’s and early 1990’s, when Michael M&Rky and his colleagues published a
cognitive model of number processing (McCloske@Z,McCloskey et al., 1986). This model
aimed to explain the behavior of healthy individua$ well as that of individuals with number-
related cognitive impairments (Mccloskey & Caranaaz987), and to allow for assessment of
specific cognitive malfunctions in individuals withumber-related cognitive impairments
(McCloskey, Aliminosa, & Macaruso, 1991; McCloske€aramazza, & Basili, 1985;
McCloskey et al., 1990, 1986). The general architecof this model was a central semantic
representation of numbers, which serves as the heodh for various operations such as
calculation. The model further postulated formagesfic peripheral processes that convert
sequences of digits and sequences of number waniétd the central semantic representation,
and described in detail several of these processes.
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McCloskey’s assumption of a central semantic repregion was challenged by Stanislas
Dehaene and Laurent Cohen during the early 19903 triple-code model stipulates three
distinct representations of numbers — digits, wosdsl quantity — with no central semantic
representation (Dehaene, 1992; Dehaene & Coherb).188cording to this model, number-
related operations operate on one or more of tmepeesentations, and the conversion
(transcoding) between each pair of representat®mone by a dedicated direct processing
route. Several studies supported the notion okttiferent number representations (Benson &
Denckla, 1969; Cohen & Dehaene, 1995; Cohen, Dehd@mochon, Lehéricy, & Naccache,
2000; Cohen, Verstichel, & Dehaene, 1997; Deha¢rad. e2003; Delazer & Bartha, 2001,
Dotan & Friedmann, 2015; Friedsmann, Dotan, & Rahgr2010; Marangolo, Nasti, & Zorzi,
2004; Marangolo, Piras, & Fias, 2005; McCloskeglet1986; Noél & Seron, 1993) as well as
the existence of direct transcoding routes (Cohddekaene, 1991, 2000; Cohen, Dehaene, &
Verstichel, 1994). At the onset of th€ Biillennium, the triple-code model is widely accsgt

If numbers are indeed converted between represamgaby several direct transcoding
routes, the structure of each of these transcadintgs becomes a major question. For single-
digit numbers, one may perhaps hypothesize thast¢mading involves direct mapping from one
representation to another. However, the complef{ityulti-digit numbers seems unlikely to be
solved merely by direct mapping. Consider, for epl@nthe processes that you must perform
to read aloud the number 4761 or to understanduletity it represents. You would have to
encode the positional relations between digitsnép each digit to the corresponding word or
guantity, and potentially to integrate these wandguantities while respecting the relative order
of digits and their decimal positions. The majordl this dissertation concerns two such
representation-conversion processes: section Asimates the processes involved in
multidigit-to-quantity conversion, namely, how waderstand the quantity represented by
multi-digit numbers. Section B investigates the gasses involved in multidigit-to-verbal
conversion, namely, how we read aloud numbers.

Section A: Converting multi-digit numbers to quantity

Within the domain of numerical cognition, reseamctthe recent decades has put much
attention to the representation of quantities. @tias are encoded by the Approximate Number
System (ANS), which represents numeric magnitudesdontinuous and approximate manner
(Brannon, 2006; Dehaene, 1997; Dehaene & Coherh;198haene, Dehaene-Lambertz, &
Cohen, 1998; Dehaene, lzard, Spelke, & Pica, 28@8,za, 2010; Xu, Spelke, & Goddard,
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2005). With respect to multidigit numbers, existriegearch raised at least two major questions,
both of which are addressed by this dissertatidre first question is whether a multi-digit
number is transcoded into single, holistic quan@ghaene, Dupoux, & Mehler, 1990; Fitousi
& Algom, 2006; Reynvoet & Brysbaert, 1999), or iankled in a decomposed manner, as
several single-digit quantities (Meyerhoff, Moe]l&ebus, & Nuerk, 2012; Moeller, Fischer,
Nuerk, & Willmes, 2009; Nuerk & Willmes, 2005). Tisecond question is whether the digits
of a multi-digit number are quantified in paralte sequentially (Hinrichs, Berie, & Mosell,
1982; Meyerhoff et al., 2012; Moeller, Fischerakt 2009).

A third question is the nature of the internal scased by the ANS to encode quantities.
Several studies showed that the ANS exhibits |tigaic rather than linear patterns (Anobile,
Cicchini, & Burr, 2012; Berteletti et al., 2010; 8t & Siegler, 2006; Dehaene et al., 2008;
Dehaene & Marques, 2002; Lourenco & Longo, 200%jéd Doan, & Nikoulina, 2011; Opfer
& Siegler, 2007; Siegler & Booth, 2004, Siegler &fér, 2003; Viarouge, Hubbard, Dehaene,
& Sackur, 2010). These findings were explainechdgcating some form of nonlinearity in the
internal quantity scale — either the scale itseliogarithmic, or the information-to-noise ratio
gets worse as the quantity increases (scalar vigalCicchini, Anobile, & Burr, 2014;
Dehaene, 2007). Importantly, in the context of tigiquantity transcoding, logarithmic
patterns were observed only for young children,gesting perhaps that the quantity scale
changes with aging or following education (Bertiglet al., 2010; Booth & Siegler, 2006;
Dehaene et al., 2008; Opfer & Siegler, 2007; Sie§l8ooth, 2004; Siegler & Opfer, 2003).
The present research showed such logarithmic patearen in adults.

Section B: Converting multi-digit numbers to number words

Section B dissects the mechanisms of digit-to-Vettzanscoding, i.e., humber reading.
Several studies showed that number reading is guarprocess that is dissociable from the
opposite transcoding pathway — verbal-to-digit $@ding, or number writing (Cipolotti, 1995;
Cipolotti, Butterworth, & Warrington, 1994; Lochiomahs, Bartha, & Delazer, 2004). Digit-
to-verbal conversion is also dissociable from digijuantity conversion (Cohen & Dehaene,
2000). Moreover, within number reading, separatb-mwocesses handle the single-digit
identities (“lexical” processes), whereas other-puiresses handle the relations between digits
(“syntactic” processes) (Cipolotti, 1995; Cipoloéi al., 1995; Dotan & Friedmann, 2015;
McCloskey, 1992; McCloskey et al., 1990). Here,pesent a new, detailed cognitive model
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for the processes involved in number reading. Tppet this model, we report several
neuropsychological case studies, each corroboraértgin model parts.

We also examined the relation between number rggamultidigit-to-verbal transcoding)
and two related operations: number comprehensiantithgit-to-quantity transcoding) and
word reading. The question was whether these twerabipns use the same cognitive
mechanisms as number reading, or different mechaniB) particular, we examined whether
the digit-integration mechanisms that enable readinlti-digit numbers are dedicated to this
purpose, or they also serve word reading or nummdseprehension. In two studies, we showed
that multidigit number reading dissociates botmfnword reading and from multidigit number
comprehension.

Section C: Learning the multiplication table

The last section of this dissertation examinesghtty different topic — the learning of the
multiplication table. Conceptually, memorizing thaultiplication table may be viewed as
another form of digit integration — only here, thiegration does not take the form of processing
several digits within a multidigit string, but ofsociating a digit pair with the multiplication
result. This digits-result association — namelg,khowledge of multiplication facts — is thought
to be stored verbally (Dehaene & Cohen, 1997; Dedaé¢ al., 2003; Lemer, Dehaene, Spelke,
& Cohen, 2003).

Learning the multiplication facts is extremely ditflt for some individuals (Geary & Hoard,
2001; Gross-Tsur, Manor, & Shalev, 1996; Landeeydh, & Butterworth, 2004; McCloskey,
Harley, & Sokol, 1991; van Harskamp & Cipolotti,®0). Interestingly, a recent line of studies
by Alice De Visscher and Marie-Pscale Noél (De vies & Noél, 2013, 2014a, 2014b) showed
that at least in some cases, this kind of dyscaleuay be explained by a more general verbal
difficulty, which they termed “hypersensitivity faterference”. Individuals with this disorder
have great difficulty in memorizing verbal itemstlare similar to each other, as is the case in
the multiplication table. To make this point, DesSther and Noél showed that hypersensitivity
to interference correlates with impaired knowled§enultiplication facts. Here, we stress this
point even further, by showing not only correlatibbut also causal evidence: we report a
woman with hypersensitivity to interference, and sth®w that when interference is reduced,
she could easily learn the multiplication factsisT$tudy also had an important clinical goal: it
created an intervention program aimed to teachnthkiplication facts to individuals with
hypersensitivity to interference, and it showedéffectiveness of this program.
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Section A: From digits to quantity

The invention of multi-digit numbers is a major sslement in our culture. It took mankind
centuries to develop the idea that large numbarshearepresented with merely 10 symbols by
relying on their relative positions. During eduoati the human brain learns the decimal system
and, ultimately, it becomes very intuitive that tigit 4 in 41 stands for four decades, while the
digit 4 in 14 stands for four units. But what i®kactly that we understand? How does our brain
represent multi-digit quantities, and what are pinecesses that convert a sequence of digit
symbols into this quantity representation? In spfteur growing knowledge of the cognitive and
neurological brain mechanisms of numerical cognitithe issue of multi-digit quantities was
addressed by relatively few studies, and even féaee investigated the processes that convert
digits into these quantities. Section A of this Rlifsertation examines these issues. It invessgate
the various cognitive representations of numbeeslurcated adults, dissects the successive stages
by which multi-digit Arabic numbers are convertedoi quantities, and eventually describes a
detailed cognitive and mathematical model for thegserations.

This section consists of a series of studies tleat@nducted on these topics. Chapter 2 is the
first study in this series, and as such it lays gheunds to the questions we ask and to the
methodological paradigm we used throughout thii@®cThe questions concern several aspects
of the quantification process of multi-digit numbemnd of the resulting representation: holistic
guantity representation, linear versus logarithmiantity scale, and serial versus parallel
processing. The paradigm we used was developedrasfithis PhD research. It is a version of
the number-to-position mapping task, in which pgrants see numbers and indicate the
corresponding location on a number line (Bertekdtal., 2010; Opfer & Siegler, 2007; Siegler &
Opfer, 2003). In our version of this paradigm, fleticipants performed the task on a tablet
computer and we tracked their finger trajectori@®ughout each trial. The position-per-time
information reflects the cognitive operations ifffelient stages during the trial (Finkbeiner &
Friedman, 2011; Finkbeiner, Song, Nakayama, & Caraa, 2008; Santens, Goossens, &
Verguts, 2011; Song & Nakayama, 2008a, 2008b, 2&@0it allows for a temporal dissection of
the cognitive processes involved in the task. Tlagonfinding of this study was that the pattern
of mapping numbers to positions showed a logarithpaitern for a short period during the trial,
and by the end of the trial, the mapping changelth&ar. This study concluded that two-digit



numbers have dual quantity representation: a sirgiéstic quantity that is encoded using a
nonlinear compressive quantity scale; and ano#yesentation that uses a linear scale.

Chapter 3 described a larger study with 7 experisjamhich examined the same issues in
more detail. The basic pattern of results in Chaptevas replicated — a transient logarithmic
pointing pattern. Using new experiments and nevyarsamethods, we offer a better interpretation
of this pattern — that the logarithmic patternnsaatifact of differential processing times for dima
versus large numbers. This study concludes witbtailéd cognitive and mathematical model of
converting two-digit numbers to quantity represeatg as well as for the processes involved in
converting this quantity to a position on the numbee where the finger is guided.

The next two chapters further enhance the cognitnglel presented in Chapter 3. In
Chapter 4, we examine whether the two digits aantified independently or are dependent on
each other. The pattern of dependencies we fouhald¢o offer the existence of a new component
in digit-to-quantity conversion: we suggest thatgueantify a number, one must first create a
representation of its decimal structure — a syidaepresentation, in essence.

Chapter 5 examines the number-to-position task feoslightly different aspect — that of
decision-making. In each trial in this task, thetiggpants need to determine — sometimes based
on partial information — a location to which théyosld point. We examined the assumption that
this decision-making can be modeled as a Bayes@eps, where each trial starts with a tentative
decision based on a-priori expectation, derivethftbe participant’s previous experience during
the experiment, and this expectation is then oddem by the trial’s target number.

The summary of this section presents a detaileceiaddhe number-to-position mapping task.
The model offers a detailed account to how we cdravevo-digit number to quantity and then to

a location on the number line.



2. How do we convert a number to a finger trajectory?’

Abstract. How do we understand two-digit numbers such as 42? Models of multi-digit number
comprehension differ widely. Some postulate that the decades and units digits are processed
separately and possibly serially. Others hypothesize a holistic process that maps the entire 2-digit string
onto a magnitude, represented as a position on a number line. In educated adults, the number line is
thought to be linear, but the “number sense” hypothesis proposes that a logarithmic scale underlies
our intuitions of number size, and that this compressive representation may still be dormant in the
adult brain. We investigated these issues by asking adults to point to the location of two-digit numbers
on a number line while their finger location was continuously monitored. Finger trajectories revealed
a linear scale, yet with a transient logarithmic effect suggesting the activation of a compressive and
holistic quantity representation. Units and decades digits were processed in parallel, without any
difference in left-to-right versus right-to-left readers. The late part of the trajectory was influenced by
spatial reference points placed at the left end, middle, and right end of the line. Altogether, finger
trajectory analysis provides a precise cognitive decomposition of the sequence of stages used in
converting a number to a quantity and then to a position.

2.1. Introduction

This chapter describes the first in a series afistlin which we explored the conversion of
two-digit symbolic numbers, presented as digitg) guantities. The study described here was
centered on three major questions: holistic verdasomposed encoding of multi-digit
guantities, the use of a logarithmic or a lineaamiy scale, and sequential versus parallel
processing of the digits in multi-digit numbers.

2.1.1.Holistic vs. decomposed quantity representation

One of the main disputes about two-digit quangyresentation is between the holistic and
decomposed approaches. The holistic approach cthagwo-digit numbers are represented
as holistic quantities: similarly to single digitsyo-digit numerals are recognized as a whole
and mapped onto a memorized quantity (Dehaeneg &080; Fitousi & Algom, 2006; Reynvoet
& Brysbaert, 1999). The decomposed approach pregbatwhen a person deals with symbolic
multi-digit numerals, only the quantities assoaiatéth the individual digits are activated and
manipulated (Nuerk & Willmes, 2005). For examples tlecomposed approach postulates that

° This chapter is an article published as Dotan&Dehaene, S. (2013). How do we convert a nunmftera finger
trajectory?Cognition 1293), 512-529, doi:10.1016/j.cognition.2013.07.00k e text here is identical with the
published article, except reformatting and remooge parts that would, if remained, repeat otketi@ans of
this dissertation.
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comparing two 2-digit numbers is achieved using $&parate comparisons — one of the decade
digits and another of the unit digits (Meyerhofaét 2012; Moeller, Fischer, et al., 2009; Nuerk
& Willmes, 2005).

The holistic-decomposed debate often made useedfti that it takes longer to compare
two digits when they are farther apart (Moyer & Haner, 1967). This distance effect was taken
to show that the comparison is performed by coimgriumbers from the decimal notation to
an internal quantity code. The holistic model wapported by the finding of a continuous
distance effect even in a comparison task whergcpgants had to compare two-digit number
targets to a fixed reference such as 55 (Brysba8e5; Dehaene et al., 1990). Crucially, the
unit distance affected the comparison time evenmnvthe decade digits were different (e.g.,
comparing 69 with 55 is faster than comparing 6thwb), and in certain experimental settings
there was no discontinuity at decade boundariebdBree, 1989; Dehaene et al., 1990; Hinrichs,
Yurko, & Hu, 1981). To account for this finding,d@composed model must assume that the
unit digits are compared even when they are nu@ériarelevant, and that an incompatible
unit comparison result interferes with the decadmparison and slows it down. Such an
explanation predicts that if the onset of the digits is manipulated to be slightly earlier than
the decade digit onset, the irrelevant unit congmarishould have greater effect and therefore
increase its interference in RT. This predictionswafuted, thereby supporting the holistic
model (Dehaene et al., 1990).

In a slightly different comparison task, howeverwihich the subjects have to decide which
of two simultaneously presented 2-digit numbers thadarger, the decomposed approach was
supported by the discovery that the distance effectodulated by decade-unit compatibility:
for equal overall distance, pairs of two-digit nuerd are compared faster when the units
comparison result is compatible with the two-daptnparison result (e.g., 32 versus 47, where
2 is smaller than 7) than when the units comparisoncompatible (e.g., 37 versus 52, where
7 is larger than 2). The decomposed model can iexplas compatibility effect as an
interference from the incompatible unit comparigilacizo, Herrera, Roméan, & Martin, 2011,
Nuerk, Kaufmann, Zoppoth, & Willmes, 2004; Nuerke@ér, & Willmes, 2001; Nuerk &
Willmes, 2005). The holistic model cannot expld@ tcompatibility effect because such a
model considers only the overall distance betwéencompared numbers. The decomposed
model was also supported by a recent study thatesth@ unit digit quantity effect in two-digit
number bisection (Doricchi et al., 2009). Howevether studies failed to support the
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decomposed model because they found no decadeampatibility effect, both in number

comparison (Ganor-Stern, Pinhas, & Tzelgov, 2008g & Wang, 2005; Zhou, Chen, Chen,
& Dong, 2008) and when using semantic priming parad (Reynvoet & Brysbaert, 1999;

Reynvoet, Brysbaert, & Fias, 2002).

Holistic and decomposed representations are nassadly mutually exclusive. Number
comparison studies suggest that the decade-unipatiniity effect is found when the
compared numbers are presented simultaneouslyobuthen they are presented sequentially,
suggesting that subjects can adopt either a hobsta decomposed strategy according to task
demands (Ganor-Stern et al., 2009; Zhang & Wan@528hou et al., 2008; but see Moeller,
Nuerk, & Willmes, 2009 for an alternative explapatithat conforms to a decomposed
approach).

2.1.2.Compressive versus linear quantity representation

Much evidence shows that the internal quantityes@ntation is tightly related with space,
and that quantities are represented along a meuataber line: in left-to-right readers at least,
the magnitude of numbers influences manual resgomsele in the right or left side of space
(Dehaene, Bossini, & Giraux, 1993; Shaki, Fiscl&rPetrusic, 2009), eye gaze direction
(Loetscher, Bockisch, Nicholls, & Brugger, 2010;iRBernandez, Rahona, Hervas, Vazquez,
& Ulrich, 2011), and the direction to which spatdtention is shifted (Fischer, Castel, Dodd,
& Pratt, 2003). Furthermore, magnitude was showbdcencoded not only categorically as
“small” or “large”, but in a continuous manner (ilsara et al., 2006).

A common paradigm to explore the quantity repredent consists in analyzing how
individuals map numbers to positions on a numlmer. [How subjects map numbers to space is
assumed to reflect, at least in part, the struotfithe mental number line, and hence of the
guantity representation (Barth & Paladino, 2011rt@etti, Lucangeli, Piazza, Dehaene, &
Zorzi, 2010; Booth & Siegler, 2006; Cappelletti, gédbman, Morton, & Butterworth, 2005;
Siegler & Booth, 2004; Siegler & Opfer, 2003; vostér, 2000; but see Nufiez, Cooperrider, &
Wassmann, 2012). Number-to-position studies shothad young children initially map
guantities using a compressive scale that reserabtagsfunction, but this changes into a linear
encoding during the first years of school (Bertelet al., 2010; Booth & Siegler, 2006; Opfer
& Siegler, 2007; Siegler & Booth, 2004; Siegler &f@r, 2003). The log-to-linear shift was
hypothesized to result from education, and indeethpressive encoding was found in
uneducated non-western adults but linear encodesyfaund in American adults (Dehaene et
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al., 2008). Interestingly, a compressive quantdgle can still be found in educated adults in
other tasks that tap an implicit level of repreaéoh: inattentive mapping of non-symbolic
guantities to position along a line (Anobile et 2012), quantity estimation with non-spatial
responses (Nufez et al., 2011), price estimati@h@éne & Marques, 2002), number bisection
(Lourenco & Longo, 2009), and randomness judgmentséquences of numbers (Banks &
Coleman, 1981; Viarouge et al., 2010). Viarouga ewere even able to define the compressive
scale more precisely, because their results égdunction better than a power function.

The existence of a compressive internal numberesisalalso supported by neuronal
recordings in macaque monkeys: neurons tuned tdeauin parietal and prefrontal cortex
exhibit a Gaussian tuning curve only when plottedaologarithmic scale (Nieder & Miller,
2003). Functional MRI experiments in human adutlsgly suggest that such a representation
continues to exist in the adult brain, at leastimm-symbolic numerosities presented as concrete
sets of objects (Piazza, Izard, Pinel, Le Bihamé&haene, 2004).

Another kind of evidence comes from studies showivag reaction time is correlated with
the logarithm of the target number (Brysbaert, 1998haene, 1989; Dehaene et al., 1990).
Such findings may imply a logarithmic (or compres$iquantity encoding, but they can also
be explained if quantity encoding is linear ansh@seasingly fuzzy as numbers grow larger (the
scalar variability model, Cordes, Gelman, Gallis&lWhalen, 2001; Gallistel & Gelman,
1992).

In summary, evidence exists for both linear and m@ssive quantity representations. The
two representations were found to co-exist eveharsame individuals, when tested in different
tasks or in different conditions (Anobile et al012; Dehaene et al., 2008; Lourenco & Longo,
2009; Viarouge et al., 2010).

2.1.3.Parallel versus sequential processing of multi-digit numbers

Another question concerning multi-digit numbersaisether the digits are processed in
parallel or sequentially. For words with fewer tiatetters, expert readers seem to process all
of the letters in parallel (Lavidor & Ellis, 2002/eekes, 1997), and it could be expected that
the same would occur with numbers. Indeed, findifrgen two-digit number comparison
suggest that even when effects compatible withcam@osed representation are observed, the
guantities of the separate digits are processepamallel (Moeller, Fischer, et al., 2009).
However, longer numbers also involve sequentiacgssing, in number comparison tasks
(Hinrichs et al., 1982; Meyerhoff et al., 2012)ratall tasks (Hinrichs & Novick, 1982), and in

11
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reading aloud and symbolic comprehension tasks saslsame-different judgment and
identification of specific sequences of digits géiinann, Dotan, & Rahamim, 2010).

2.1.4.The present study

The research described in this chapter seeks terstashd the process of encoding two-digit
Arabic numbers as quantities. To examine this isgaétroduce a novel methodology, which
is a variation of the number-to-position task. he ttraditional number-to-position task,
participants are shown numbers and are requiredaxk, with a pencil, the corresponding
position along a number line. By contrast, our ipgrants performed the number-to-position
task on an iPad tablet computer, which allowediooous measurement of the finger trajectory.
On each trial, a two-digit number between 0 andv8 shown on the iPad screen, and the
participants dragged their finger from a fixed sit&y point at the bottom of the screen to a
position along a number line that was at the tophefscreen (see Fig. 2.1). The experiment
software digitized the entire finger trajectorynger trajectories are a powerful measure because
the finger position at a certain time during thialttightly tracks the underlying cognitive
operations (Finkbeiner & Friedman, 2011; Finkbeietal., 2008; Longtin & Meunier, 2005;
Marghetis, Nufiez, & Bergen, 2014; Santens et 8112 and see Finkbeiner, Coltheart, &
Coltheart, 2014; Friedman, Brown, & Finkbeiner, 205ong & Nakayama, 2008a, 2008b,
2009, regarding the use of finger trajectoriesialyze non-numeric cognitive processes). Thus,
analyzing the finger positions at different timesthe trial could reveal how the quantity
representation of two-digit numbers evolves owvereti This is an advantage over using trial-
level measures such as errors, reaction timesgdirtal position along a number line, because
such measures can examine only the quantity reptedsmn at the end of the trial, whereas the
“number-to-position trajectory” paradigm also albwexamining the transient quantity
representations.

Our study evaluated a broad array of distinct teiecal models that aim to explain how the
number-to-position task is performed and what lehdjuantity representation is used in this
task. The different models assume either holisticd&@composed representations, linear or
logarithmic quantity scales, similar or differembpessing of one-digit and two-digit numbers,
and the last model also assumes a spatial stradegin the finger to the desired position. Each
of these models predicts a certain spatial mappimgumbers to positions as well as a certain
temporal pattern of finger trajectories. By anahggvarious parts of the finger trajectories, we
can reject some models and probe which of the rsdukst fits the observed trajectories.

12
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finger reached it endpoint
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Fig. 2.1. Task and screen layout. Participants were asked to point to the correct location for a 2-digit
number on a horizontal line that extended from 0 to 40. On each trial, they first placed their finger on
a bottom rectangle. The target appeared when they started moving their finger upward. The entire
trajectory was digitized, and the measures were converted into instantaneous estimates of finger
coordinates and implied endpoint.

The predictions of the models are illustrated ig. 2.2 as simulations of the predicted
trajectories. These simulations are admittedly -@weplified and are provided only for
visualization purposes. They ignore several pararaetuch as the fact that the finger changes
its direction gradually and not abruptly, the fdwit the finger velocity is not constant, and the
existence of noise. Their purpose is only to cony&phically the variables that are supposed
to influence finger trajectories.

All six simulations in Fig. 2.2 assumed, for illtegion only, an overall movement time (from
starting point to the number line) of 13®8 and a constant finger velocity. They also assume
that all trajectories begin with an exact upwarasement of the finger and deviate at a certain
time. The models differ from each other with respgeche direction each trajectory takes once
they branch apart.

1. The holistic model(Fig. 2.2a) assumes a holistic quantity represemanapped to a
linearly-organized number line. The simulation ases that at 40éns the trajectories
branch towards the target position along a linearganized number line. Note that
although this model is called “holistic”, the sast@pe of trajectories is also predicted by
a decomposed model that assumes that the unitexradiel digits are processed in parallel
and affect the finger position in exactly 1:10 @ati
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. Thesequential modg]Fig. 2.2b) assumes that the quantity represemntasi decomposed,
and that the decade digit is processed earlier tiamnit digit. The simulation assumes
that at t=400ns the finger starts moving towards the positiothefrelevant whole decade
(because the unit digit information is still undahble at this time). At t=60ts the unit
digit was processed too and again the trajectbrisch apart, this time towards the correct
target position along a linearly-organized numiez.|

. The next model (Fig. 2.2c) assumes a linear org#iniz of the numbers along the number
line, with faster processing of single-digit nunmbédhan of two-digit numbers. The
simulation assumed that the single-digit trajee®ranch apart at t=4afs, and at this
time the finger starts moving towards the targetigpan along a linearly-organized number
line. The two-digit trajectories branch at t=606, and in this case too, the finger starts

moving towards a linearly-organized number line.

. The transient log model (Fig. 2.2d) assumes that a holistic, logarit quantity
representation is first constructed, and this regméation is then overridden by a linear
representation. The simulation assumed that at0tr¥#0the finger starts moving towards
the target position along a logarithmically-orga&tiznumber line, and at t=608s the
finger direction is re-adjusted to aim towardsnedirly-organized number line.

. Thedecomposed digitsiodel (Fig. 2.2e) assumes that on top of the tigi-quantity, the
quantities of each of the digits would also afféloe finger position. One possible
mechanism which may create such an effect is tistegce of an intermediate stage in
which the two digits of the target are not yet yulissigned to their respective unit and
decades locations (Friedmann, Dotan, & RahamimQ2Gteenwald, Abrams, Naccache,
& Dehaene, 2003). For a transient period, the twdsdwould therefore be floating and
potentially submitted to illusory conjunctions (Bman & Schmidt, 1982): the unit digit
might be partially bound to the decade locationyvige-versa. The resulting quantity
representation will be a linear combination of thve-digit quantity with the single-digit
quantities. Our simulation represents the singigtdjuantities using a “decomposed-digit
factor” which is defined as the average of the thigits, linearly rescaled to the range
between -2.5 and 2.5. The simulation assumes tha480ms the finger starts moving
towards the position of the target number plus'deeomposed-digit factor”, and at t=1000
ms the finger direction is re-adjusted towardsak&ct linear position of the target number.
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d Holistic model b Sequential model (decades, then units)
Finger
vertical
position
0 10 20 30 40 0 10 20 30 40
C Faster processing of single-digit numbers d Transient log model
Finger
vertical
position |-
0 10 20 30 40 0 10 20 30 40
e Decomposed digits model f Spatial reference points model
Finger
vertical
position
0 10 20 30 40 0 10 20 30 40

Finger horizontal position Finger horizontal position

The dashed lines are the
trajectories of 10, 20, and 30

Fig. 2.2. Six idealized models for spatial trajectories. Models are explained in detail in the main text.

6. Thespatial reference pointsodel (Fig. 2.2f) is specifically concerned wiltetprocess of
translating a quantity into a spatial position be visually presented number line. Inspired
by previous work on the role of reference pointprioportionality judgments (Hollands &
Dyre, 2000; Spence, 1990), it assumes that thesttargosition on the number line is
estimated with respect to three reference poihéstwo ends of the number line (0 and 40)
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and its middle (20). The position to which a numisemapped is assumed to be obtained
by comparing the relative proportions of the estadalistances to the nearest two reference
points (e.g., 7 is positioned by comparing itsatises from 0 and from 20). Crucially, these
estimated distances are scaled by a compressiedangiving rise to a non-linear bias
term which pushes the participant’s responses dveary the reference points. Previous
findings supported this notion (Barth & Paladin012; Sullivan, Juhasz, Slattery, & Barth,
2011). To account for their findings, Barth andd@alo used a power function with the
exponent as a free parameter, but in the presahf,9b avoid over-fitting (Opfer, Siegler,

& Young, 2011) we used a log-based function dbgd(), whered is the linear distance.
Thus, the exact position of 27 is calculated by phmeportion between its estimated

distances from 20 and 40, i.e., between log(7+1) lag(40-27+1), using the formula

log(7+1) = .4407. This proportion is then rescaled within the ingr0-20 to
log(7+1)+ log(13+1)

obtain a location on the complete range 0-40, 2@.+ 20 * .4407 = 28.814 (very similar

results were obtained with a power function witlp@xent 0.5, as proposed by Krueger
(2010). In fact, the correlation between the logdshand the power-based functions over
the integers between 0 and 40 rs.9994).

The six models are not necessarily mutually exetudit is possible that different quantity
representations dominate different parts of thedtary. Two of the models even make this
assumption explicitly: both the transient log ahé tlecomposed digits models assume an
intermediate representation that is then overridgea linear representation. Our methodology
allows for this possibility because we analyzefthger position in several time points along
the trajectory. Another possibility is that two qtity representations co-exist simultaneously.
This should result in a finger position that is someighted average of the two quantity
representations. Our methodology allows for thissgaility by using regression analyses in
which predictors from several theoretical modeésaut into a single regression model.

2.2. Method

2.2.1.Materials and Procedure
The experiment was performed on an iPad tablet aterip Numbers between 0 and 40
were presented on screen, and the participantsneguired to point with their index finger at

L A demo of the application can be found in httpaiimtrajtracker.com.
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the corresponding position along an unmarked nurnterEach target number was presented
10 times, so there were 410 trials, presentednidaa order.

Each trial began with a black screen with a hori@abnumber line at the top, marked with
the labels 0 and 40 in its ends (see Fig. 2.1).nlimeber line remained on the screen throughout
the experiment session. When the participants exlithe initiation rectangle, a trial started and
a fixation indicator (+) appeared above the midafiehe number line. When the participants
started moving their finger towards the number,lile fixation symbol was replaced by the
target number and the participants moved theireiingp what they judged to be the
corresponding position on the number line. Whenfithger crossed the number line the target
number disappeared and a green feedback arrow dhaivere the finger actually hit the
number line. The arrow did not show how accuragerisponse was — its purpose was only to
help the participant improve the finger's motor aign The participants could then initiate the
next trial whenever they wanted to, which was Uguaimediately.

The following violations were considered as faikedls: lifting the finger in mid-trial,
touching the screen with more than one finger, mgthe finger backwards, and starting a trial
with sideways (rather than upward) movement. Funioee, to ensure that the experiment
provided continuous trajectory information, minimalocity was enforced except the first 300
ms of each trial. The finger had to reach the nunlibe within two seconds and 1/3 of the
vertical distance within one second, with lineaerpolation. Furthermore, a minimal finger
velocity of 6 mm/sec was required at all timesldehtrials were excluded from all analyses and
their target numbers were presented again latdrdrexperiment. Five participants, who had
more than 25 failed trials (5.7%), were excluded.

2.2.1.1. Technical Specifications

The experiment used an Apple iPad device and tivwa@ was written in Objective-C. The
iPad screen size is 197x148mm. The resolution glay and finger tracking was 1024x768
pixels. The device was placed in landscape oriemaiThe screen background was black
throughout the experiment. The number line was eytdd4 pixels long (162mm), two pixels
wide, and was located 80 pixels below the top efdtreen, centered. The target number was
shown in Arial bold white font, centered above tloenber line, and the digits were 10 mm high.
The numbers 0 and 40 at the ends of the numbeare shown in light grey Helvetica font
and were 5 mm high (so they were a little lessesalihan the target number). The height and
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width of the fixation cross was 7.7 mm. The feedbacow was green, 7.7 mm high, and was
pointing downwards with its tip touching the numbee.

The rectangular area that the participant toucbenitiate a trial was dark grey and its size
was 60x40 pixels, in landscape orientation. Thgetapnset was triggered when the finger
reached a fixed distance from the bottom of theestr(50 pixels here, but 70 px in some
subsequent experiments).

2.2.2.Training

The experiment began with a short training that Wase in four stages, each stage
introducing some of the experiment rules. The Btage of training resembled the experiment
procedure described above, with two differencesmmimal velocity was enforced, and no
target number appeared. Instead of the target nyrmal®wnward-pointing red arrow appeared
somewhere above the number line, and the participas instructed to aim her finger “towards
the red arrow”. The second training stage was #mes but it also enforced minimal finger
velocity. The minimal velocity was visualized as @oward-moving horizontal line, and the
participants were instructed to maintain their &ngbove the line. In the third training stage,
minimal velocity was still enforced but the guidihgrizontal line was not shown. The last
training stage was identical to the experiment @doce, i.e., the targets were no longer red
arrows but numbers between 0 and 40. The partitspaere shown the positions of 0, 20, and
40 but not of other numbers. In each training sthgeexperimenter first demonstrated what
should be done, and the participant then perforaieav training trials.

2.2.3.Participants

21 healthy adults participated voluntarily in theperiment. Ten of them were native
speakers of Hebrew, which is read from right to(RfTL), and the rest were left-to-right (LTR)
readers — 9 French, one Italian, and one Thai. Nusnim Hebrew are read from left to right,
like in English, and are printed using the sameraittars 0-9. All participants were right-
handed, and their mean age was 35;5 (SD=10;7).eTWas no significant age difference
between the LTR and RTL groupsdt= .66, two-tailecp = .52).

2.2.4.Data Encoding

Several measures were calculated per trial. tlibk endpointis the position in which the
finger crossed the number line, encoded usingtingoer line’s scale (0-40; endpoints were out
of this range if the participant pointed outsidettod number line). Thendpoint biass the
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difference between endpoint and the target nunviign, positive values indicating rightward
bias. Theendpoint erroris the absolute value of endpoint bias. Finallyyjad movement times
the time elapsed from the target onset until thgdt crossed the number line.

The finger trajectory throughout the trial was melgml as a sequence of x,y coordinates with
timestamps attached to each. The finger positioa sampled at the highest possible rate
provided by the iPad (M=16s between subsequent samples, Sisjland then transformed
into a sampling rate of 100Hz using cubic splirteripolation. The fixed sampling rate allows
comparing finger coordinates in identical post-¢trgnset times between different trajectories.

2.2.5.Data Cleanup

Failed trials and trials with outlier endpoints wexxcluded from all analyses. A trial was
considered as failed if one of the experiment’sridgns were violated, e.g., if the finger was
lifted from the screen or was moved too slowlyiféhe movement time was less than 200 ms.
An outlier endpoint was defined with respect topidts of the 10 trials with the same target
number, as an endpoint that exceeded tHeo2%5" percentile by more than 1.5 times the inter-
quartile range.

2.2.6.Statistical Analysis

Each of the six models was analyzed using a twgesaaalysis. The first stage was a set of
regression analyses, one per participant. The diepervariable in these regressions was the
finger x coordinate, and the predictors dependethertheoretical model being assessed. For
example, the transient log model assumes thatodp@ithmic and linear representations co-
exist, so it was assessed by a regression witlpteaictors — the target number (between 0 and
40) and its logarithm.

Each of these regression analyses was carriedesutrpe point, in 5@ns intervals. This
allowed examining how the quantity representationhes over time. For example, the
logarithmic model predicts that the log predictalt tne strong in the regressions done for early
time points, but that the linear predictor will &teong in late time points.

The second stage checked which of the predictorsvesth a consistent pattern over all
participants — namely, whether the b values, wkehe obtained for a specific predictor in a
specific time point for each of the participantgrevsignificantly different from zero. This was
assessed using repeated measures ANOVA which cethpga b values with zero values (this
was a within-subject factor), with a between-subjiactor of language group, and the
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participant as the random factor. Non-significantatues were also included in this analysis.
These ANOVAs were run per predictor and per timafpon 50ms intervals. One-tailed
values were used when the mean b value was poéitivieh indicates a predicted result), and

two-tailedp values were used when mean b was negative.
2.3. Results

2.3.1.General performance

The average movement time (from target onset thifinger reached the number line) was
1.11 seconds (SD = .14). The mean rate of endpaitiers was 4.9% (SD = 1.8%). Excluding
outliers, the mean endpoint error was 5.9 mm (SD568 mm), i.e., 1.45 numerical units on the
162 mm long, 0-40 number line. The mean endpoen hias -.45 numerical units (SD = .34),
i.e., a small leftward bias. The average rate ibddarials was 2.7% (SD = 1.4%). The total of
238 failed trials had the following failure reasomsnimal velocity violation (44.5%), multiple
fingers touched the screen (20.2%), finger backwardement (10%), finger lifted from screen
(9.7%), trials shorter than 200 ms (8.8%), andtisirthe trajectory sideways rather than
upwards (6.7%).

d sample raw trajectories of one participant b Median trajectories per target

; > = 0 2 4 6 810 12 14 16 1 26 28 30 32 34 36 38 40

Finger
vertical

position
The dashed lines are the
trajectories of 10, 20, and 30
0 10 O 30 40 0 10 20 30 40

Finger horizontal position Finger horizontal position

Fig. 2.3. Two depictions of finger trajectories. (a) Spatial depiction of sample trajectories of one
participant (finger location on the horizontal and vertical axes) to four distinct target numbers.
(b) Spatial depiction of median trajectories for each target number, averaged across all participants.

The LTR group was slightly quicker than the RTLuypothe mean movement time was 1.06
seconds in the LTR group vs. 1.18 secandbe RTL group (unpaired t(19) = 2.15= .04).
The LTR group was also less accurate, with a madpant error of 1.61 vs. 1.27 in the RTL
group (t(19) = 2.13p = .05). There were no significant differences leswthe two groups with
respect to the rates of outliers and failed tii{k9) < 1.25p > .22).
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Fig. 2.3a shows a typical example for the shapeagdctories in the experiment (one line
per trial). It shows the raw trajectories of ondlad participants when responding to the target
numbers 1, 12, 29, and 37. Fig. 2.3b shows thed@jes, averaged over all trials and
participants. For each target number, a mediaadtajy was calculated per participant by re-
sampling the raw trajectories into equally spacéd #me points and finding the median
coordinate per time point (Santens et al., 20111gS& Nakayama, 2008a). These median
trajectories were then averaged across participants

2.3.2.Assessment of the models

2.3.2.1. The holistic model

The holistic model assumes that the task is peddrlyy mapping the two-digit quantity to
a linearly organized number line. This model waaneixed using regression analysis in which
the dependent variable was the finger x coordiniaearly transformed to the 0-40 scale of the
number line (this variable is hereby denotecKas). There was a single predictor — the two-
digit target number (which will be hereby denotexiNa.4g). One regression was run per
participant and per time point, in B intervals.

Fig. 2.4a shows the mean b valuedNefi over all participants in all time points. The b
value (hereby denoted as lb[N]) gradually increases as the trajectories brapeltaThe mean
r’value starts at 1% (SD = 1.4%) at t=4B9and rises up to 97.2% (SD 1.7%) at the enldeof t
trajectories.

A between-participant analysis was done by submgjitthe b[N-40] values of all participants
to repeated measures ANOVA (as described in seétid1®) with b versus zero as a within-
subject factor, the language group as a betweegedfbctor, and the participant as the random
factor. This showed that bpNg was significantly larger than zero as early af #5 post
stimulus onset and in all subsequent time points.

These results are in line with the holistic modéle real question, however, is whether the
holistic-linear trend would remain strong even witempared with other models. As the next
sections will show, the answer to this questioyeis.

2.3.2.2. The transient log model

The transient log model assumes that mapping a eutalihe number line is governed by
a logarithmic quantity representation in the e@dyt of the trajectories, but by a linear-holistic
guantity representation in the later parts. Thiglehavas examined using regression analysis
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with Xo-40 as the dependent variable, and with two predictibies target numbeKo.40, and a
logarithmic predictor denoted &s3'(No-a0), which is log(1No-40), linearly transformed so that
log'(0) = 0 andlog'(40) = 40 (this transformation was used to allow meaningfmnparison
between the b values of the logarithmic and ling@dictors). One regression was run per
participant and per time point, in &@s intervals. The resulting b values were compari¢ial
zero using repeated measures ANOVA with b versue as a within-subject factor, the
language group as a between-subject factor, angdhécipant as the random factor. The
transient log model predicts an intermediate stdgeing which b[log'(N-20] will be
significantly larger than zero.

The results confirm this prediction (Fig. 2.4b)lolg[(No-40)] was significantly larger than
zero from 500ns to 1050 ms, which indicates that a logarithguiantity representation exists
during this intermediate time window and then dmsas. A linear representation of quantity
also exists, as demonstrated by the finding thdg k] was significantly larger than zero in all
time points as of 45Ms. Note that at the time points in which the logdictor was significant,
the linear predictor was significant too. This sksdWat the logarithmic quantity representation
does notprecedethe linear quantity representation but existsparallel to it. Finally,
b[log'(No-40)] was significantlysmallerthan zero at all time points from 1300 ms and on&a
There was no significant difference between thguage groups for any of the two predictors
(F(1,19) < 2.1p> .16).

The reliable contribution dbg'(No-40) could have an alternative explanation: it could be
attributed to a logarithmic quantity representatmineach of the digits, rather than to a
logarithmic representation of the two-digit targamber. According to such an explanation, the
reason thalbg'(No-40) is a good predictor is its correlation witie logarithms of the decade and
unit digits (indeed, the correlation betwdeg'(No-40) andlog'(decade-digit) + log'(unit-digit)
is high,r = .95). To evaluate this alternative explanatibwe, trajectory data was submitted to
regression analysis withXo.40 as the dependent variable and with four predictors
No-40, 109'(No-40), log’(decade-digit) andlog’(unit-digit). The resulting b values were compared
with zero using repeated measures ANOVA with b weero as a within-subject factor, the
language group as a between-subject factor, angdhécipant as the random factor. The
alternative explanation predicts that this analysi$ show significant contribution of the
single-digit predictors,og'(decade-digit)and log'(unit-digit), but the results refuted this
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prediction: b[log’(decade-digit)] and b[log’(uniigit)] were not significantly larger than zero
in any time point — in fact, they had negative ealin all time points later than 650 ms.

d Linear-holistic model Logarithmic model
1.00f 1.00
Target (0-40)
75 Target (0-40) 75
b : b
50" Comparison of .50
b values to 0:
25¢ @ p<.05 25
-O- NS.
 — ‘ ‘ ‘ MRS | ‘ ‘
25 50 75 1.00 1.25 1.50 25 50 75 1.00 1.25 1.50
Time (sec.) Time (sec.)
C Faster processing of single digits? d Sequential model: decade vs. unit
100l P <=.05 1.00
p <=.01 Target (0-9)
75 75
b Target (10-40) b
50 50f
25 25¢
03 0
25 50 75 1.00 1.25 1.50 25 50 75 1.00 1.25 1.50
Time (sec.) Time (sec.)
Final model f Final model (regression on implied endpoints)
1.001 1.00-
™ 075 Target (0-40
b Target (0-40) arget (0-
50 0.50
Ref Points Ref Points
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Fig. 2.4. Incremental regression models of the finger trajectories. Each graph results from a multiple
linear regression on horizontal finger location (Xs.40), performed separately for each subject and each
time-point. The regression weights are then averaged over all participants and plotted as a function of
time on the x axis. (a) regression with target number; (b) regression with the target and its log, showing
a transient logarithmic effect (error bars show one standard error across subjects); (c) separate
assessment of one- and two-digit numbers shows no significant difference between the
0-9 and 10-40 predictors in early time points; (d) regression with distinct regressors for unit digits and
decades; (e) final regression model with the target, its unit digit, its log, and spatial reference points;
(f) The same regression model as in panel e, applied to the implied endpoint of the trajectory. Note
that the effects appear earlier than in panel e: the implied endpoint provides a better reflection of the
temporal dynamics of processing, because it directly reflects where the subject is aiming at a given
time.

Another alternative explanation is that the lodmmiic effect results from a spatial or motor
bias that is unrelated with the representatioruaingities. Such a non-quantity account does not
specifically predict a leftward or a rightward hid® evaluate the specificity of the log function
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as a predictor, we compared it to a left-to-rightram of this function. The trajectory data was
submitted to regression wiky.40 as the dependent variable and WNuoand the mirrored log
function as predictors. This mirror function is déed asreviog'(Nv-40) and defined as
reviog’'(x) = 40 - log’(40-x) The resulting b values were compared with zerogueepeated
measures ANOVA with b versus zero as a within-sutbfactor, the language group as a
between-subject factor, and the participant asrdnelom factor. Contrary to the alternative
explanation, reviog'(di) was not a good predictor of the finger positidhe average
b[revliog'(Nv-40)] values were negative in most time points, ane tlegative values were
significantly lower than zero in time points latkan 1300 ms. The spatial/motor alternative
explanation was also refuted by a control experirtiestt did not involve numbers but arrows
as targets, in which no log effect was found (s&ew in section 2.3.5).

2.3.2.3. Faster processing of single digits

This model assumes that numbers are mapped teearlyrorganized number line, but
single-digit numbers are processed more quickly tha-digit numbers, and consequently the
trajectories of single-digit numbers would brandrlier than the trajectories of two-digit
numbers. The model was examined using regressialysa with Xo.40 as the dependent
variable, with the logarithmic predictémg'(No-40), and with two additional linear predictors:
No-o, which was the target number for single-digit écapries and as zero for two-digit
trajectories, andllio-40, which was the opposite — the target number fordigit trajectories and
zero for single-digit trajectories. One regressi@s run per participant and per time point, in
50 ms intervals. The resulting b values were compavégld zero using repeated measures
ANOVA with b versus zero as a within-subject factbe language group as a between-subject
factor, and the participant as the random factor.

The "faster processing of single digits" model asssi a time window during which the
trajectories of 0-9 have already branched but thiedtories of 10-40 have not yet branched.
Consequently, at any time point during this tim&daw (and even at later time points), the
trajectories of 0-9 would be farther apart fromreather than the trajectories of 10-40 (see
Fig. 2.2c), although the trajectories within eadhtlee two groups would be still linearly
organized. Thus, the model predicts an intermediage during which b[NO-9] > b[N10-40].

The results (Fig. 2.4c) did not confirm this premin. A significant difference was found
between b[Ng] and b[No-g only in relatively late time point (from 700 m$ic onwards,
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F(1,19) > 2.23p < .05). This finding does not agree with the notad faster processing of
single digitd. The ANOVA showed no effect of language group (F9)1 < 1.2p > .28).

2.3.2.4. The sequential model

The sequential model assumes that the quantitgseptation is decomposed and that the
decade digit is processed earlier than the unit.dige model therefore predicts an early stage
during which only the decade digit affects the &ngosition. This model was examined using
a regression analysis witko40 as the dependent variable, with the logarithmiedmtor
log'(No-40), and with two additional linear predictors: thegiet number's decade (denotedas
and having the values 0, 10, 20, or 30) and thedigit (U). The trajectory of target number 40
was excluded from this analysis in order to prexeepbssible bias, because there is only one
value ofU for the decade 40, and the trajectory of 0 wasuebed to maintain symmetry (but
the results were similar even with the trajectoae8 and 40 included). One regression was run
per participant and per time point, infB8 intervals. The resulting b values were compeaitd
zero using repeated measures ANOVA with b versue as a within-subject factor, the
language group as a between-subject factor, angattieipant as the random factor.

The sequential model predicts a time window dunviych b[D] > b[U]. The results
(Fig. 2.4d) did not confirm this prediction. In fathey were the exact opposite: there was an
intermediate time window, from 400 ms to 950 msjrduwhich b[D] values were significantly
smallerthan b[U] (F(1,19) > 4.8, two-tailgui< .04). The language group did not interact with
this decade-unit difference (F(1,19) < 1.62; .21), and the effect was present in both groups
(RTL group: from 550 ms to 1000 ms, F(1,9) > 2@Z,.04; LTR group: from 400 ms to 700
ms,F(1,9)> 5.76,p < .04), indicating that it was not just due to ¢jneup of right-to-left readers
treating the rightmost digit before the leftmoseomhe faster processing of the unit digit was
found also when the regression was run withoutdéNo-40) predictor (b[D] < b[U] from 350
ms to 1000 ms, F(1,19) > 4.49< .05).

These results refute the sequential model. Andaypgrallel model is also not sufficient to
fully explain the results. A parallel model assumasilar effects of decades and units on the
finger x coordinates, and therefore predicts sinblaalues for the decade and unit predictors
(because the decade predictor is the decade digfiipired by 10) — so such a model cannot

2In Chapter 3 we will revisit this notion with aggitly different modeling — that smaller numberst single digits,
are processed faster. We will show that this notsonot only supported by the finding but is alsacial to
understand our task.
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explain the finding that b[D] < b[U]. The modelssdeibed in the next two sections, however,
provide a possible explanation of this finding.

2.3.2.5. The decomposed digits model

The decomposed digits model assumes that on tdpedivo-digit quantity, the quantities
of each of the digits would also affect the fingesition. Such a model would artificially inflate
the impact of the unit predictor compared to theade predictor, because in our regressions the
unit predictorU is the unit digit itself, whereas the decade mtediD is the decade digit
multiplied by 10. This model can therefore expl#ie unit-decade difference found in the
regression in the previous section. Note, howethat, the data allow us to exclude a strictly
serial model in which, for a certain period of tinttee two digits are freely floating without any
binding to position. If that was the case, the bjidjuld have transiently been ten times larger
than b[D]. We did not observe such an extreme efééthe first point where the two regressors
became significant (450 ms), the b[U]:b[D] ratiosaanly 1.64, and it continuously decreased
to reach the average value of 0.95 at the encactiories. This finding suggests that a more
likely interpretation is that, for a transient etj both the single digits and the two-digit quignti
are activated in parallel and contribute to thg@dintrajectory.

Could we provide a more specific test of this deposed-digits model? The model predicts
that the trajectories of number pairs such as 203dnmay be reversed, so that, transiently, 29
would be incorrectly mapped to a position to tightiof 31. This is because the large difference
between the units (9 versus 1) may override thehnsucaller difference between the decades
(2 versus 3) or the whole-number quantity (29 vei3l). Indeed, there is prior evidence that
such decade-unit compatibility effects may conftvge-digit number comparison judgments
(Macizo et al., 2011; Meyerhoff et al., 2012; Nuetlal., 2001; Nuerk & Willmes, 2005).

The general prediction is that, for targets arowhdle decades, trajectories should tend to
be reversed, relative to how they would appeahdfytwere simply based on the two-digit
number quantity. This prediction was examined bglying the residuals of the log + linear
regression (see Section 2.3.2.2). The residuaks Were calculated per participant as the delta
between the x value of the per-target median trajess and the value predicted by the log +
linear regression described above. A median trajgat/as created per subject and per target
number by calculating the median coordinates faneadent post-stimulus-onset time points (in
10 ms intervals). Late time points exceeded theammnt time of some trajectories; for those,
the endpoint was used as the x coordinate. Theualsi were calculated with respect to the log
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+ linear regression which was run on the medigjedtaries. The reason for calculatirgs
based on median rather than raw trajectories waghis allowed pairing together trajectories
from corresponding targets in the within-subject@WA hereby described.

These residuals were compared in three separateac@ons, centered on each decade: 8-
9vs. 11-12, 18-19 vs. 21-22, and 28-29 vs. 31E2#h of these comparisons was done using
an ANOVA with xes as the dependent variable, two within-subjectoiacbf size (above or
below decade) and distance from decade (1 or Bgt@een-subject factor of language, and
subjects as the random factor. The decomposed digitiel predicts that the trajectories would
tend to reverse, namely, that{28,29) would be larger thake{31,32), and corresponding
differences around the decades 20 and 10.

The results confirmed this predictionss(28,29) was significantly larger thar{31,32) in
550 ms (F(1,19) = 3.83, one-tailpd= .03) and in all subsequent time points (F(1A8).01,
one-tailedp <.01). Similarly X{8,9) was larger thaxes(11,12) in 550 ms and in all subsequent
time points (F(1,19) > 4.24, one-tailpd< .03). The comparison around 20 resulted in a more
complicated pattern: the prediction of the decorepadigits model was confirmed only for an
early time window of 50 ms — 550s, during whichxes{18,19) was significantly larger than
Xres(21,22) (F(1,19) > 3.66, one-tailgd< .04). However, the results were opposite inldte
trajectory partsxes18,19) was significanthsmaller than x.{21,22) in 750 ms and in all
subsequent time points (F(1,19) > 4.45, two-taged.05). There was no significant effect of
language group in any of these comparisons (F(k1R9, two-tailedo > .06) except a single
time point (200 ms in the comparison around thede@0; F(1,19) = 5.21, two-tailgd= .03)
and no interaction between the language group dmed above/below decade factor
(F(1,19) < 3.79, two-tailed > .06).

In summary, the decomposed digit model accountthresults in the early time window
around 550 ms: the finger trajectories do teneéwerse around all whole decades (though note
that this effect was found in the residuals oflthear + log regression; as Fig. 2.3b shows, the
effect size was not sufficiently strong to yield@mplete reversal of the physical trajectories
themselves). However, the pattern in late time sl (from 750 ms) is different: trajectories
tend to be reversed around 10 and 30, but 20 heysudsion effect that pushes the trajectories
away (this repulsion effect around 20 is quiteblesin Fig. 2.3b). The decomposed digit model
cannot explain this pattern, but the next modedrsfh possible explanation.
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2.3.2.6. The spatial reference points model

The spatial reference points model assumes thratigr to determine the position to which
a number is mapped, the participant estimatesitt@ntes between the number and two out of
three reference points: the ends of the number(Orend 40) and its middle (20). The model
further assumes that this distance estimationgarlthmic and not linear. This model predicts
that trajectories around 10 and 30 would clusteuad the whole decade, and trajectories
around 20 will be pushed away from 20 (Fig. 2.2€)., the model predicts the pattern of results
observed for late time windows in the analysisesiduals described in the previous section.

This model was examined using regression analyifs Xu.20 as the dependent variable,
and with four predictors: the two-digit tarded.4o, the logarithmic predictdog'(No-40), the unit
digit U (to account for possible effect of quantities loé decomposed digits), and a spatial-
reference-points-based bi&&®PR The SRPpredictor was the delta between the target number
and the spatial-reference-points-based estimatgitiqqgg which was defined like the simulation

function in section 2.1.4 (f):
. log(N+1)
For 0< N <20, SRP(N) =20 * otV ¢ Tog@iom) N [1]

For 21<N <40, SRP(N) 220 + 20 * log(N—20+1) ]
log(N-20+1)+ log(41—N)

The b values from this regression were compareth wéro using repeated measures
ANOVA with b versus zero as a within-subject factbie language group as a between-subject
factor, and the participant as the random factor.

The results (Fig. 2.4e) support the spatial refeggroints model, as well as the assumption
that the SRP effect occurs in late time windowSRIP] was significantly larger than zero in all
time points as of 65Ms (F(1,19) >4.07p < .03). As for the other predictors, k[N] was
significantly larger than zero in all time points @ 450 ms (F(1,19) = 3.2p,= .04 at 400ns,
and F(1,19) > 14.71 < .001 thereafter). b[log'@\o)] was significantly larger than zero from
550 ms to 1050 ms (F(1,19) > 318x .02). b[U] was larger than zero from 400 ms andards
(this effect was marginally significant from 900 nes1250 ms, F(1,19) > 1.88,< .1, and
significant in the other time points, F(1,19) > &.p < .05). There were no significant
differences between the language groups for amlyeopredictors (F(1,19) < 2.06, p > .16).

Thus, the line of analyses described above indictitat the position to which a number is
mapped along the number line is determined by pialfiactors: the linear two-digit quantity
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representation, a logarithmic quantity represemtatihe decomposed quantity of the unit digit,
and a spatial-reference-point-based bias.

2.3.3.Limitations of the spatial reference points model

The final regression model, described in the pnevisection, showed that the endpoints
(and the finger x coordinates in the final trajegtgarts) depart from a strictly linear
organization along the number line. This bias [gaeed in the model by the spatial-reference-
point function SRP and by the logarithmic predicfehich is significant but with negative
values, and therefore cannot reflect logarithmiamdity representation). Although the SRP
predictor was significant and the regressiérvalues were high, we believe that the SRP
function we used is not the ideal explanation fer éndpoint bias. One reason for this belief is
the fact that the log predictor was significanthwitegative values, which is not explained by
any theoretical model. Another way to look intostiasue is by comparing the actual endpoint
biases with the prediction of the SRP function. Ag. 2.5a shows, the SRP function only
partially resembles the observed endpoint biasetaly, there seems to be an overall leftward
bias (mean bias = -.45), which is not predictedHgyspatial reference points model. This bias
was consistent across participants (comparingdhigcppants’ mean endpoint bias versus zero,
t(20) = -6.23, two-tailegh < .001).

a In the number-to-line experiment b In the aim-to-arrow control experiment
--Predicted bias L --Predicted bias
2 2 ¢
—Actual bias —Actual bias

17/ N
Endpoint
Bias 0f

0 16 2b Sb 40 ‘ Target ﬁ’osition
Target Number
Fig. 2.5. Endpoint biases (averaged over participants) compared to the prediction of the spatial
reference points model. The “predicted bias” line shows the prediction of the spatial reference points
model, linearly rescaled to fit the actually observed average bias. The y axis specifies the bias using the

0-40 scale.

2.3.4.Clarifying the time course of access to quantity

Most of the analyses throughout this study weretas the finger x coordinates, and we
believe that the results showed it to be a powenfglasure of the underlying quantity
representation. However, the finger coordinatesrgfbor temporal granularity. The reason is
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that the finger position is slow in responding tmgeitive changes, because even after the
participant changes her cognitive representatidghefinger’s target position, there are still two
things that must happen before the finger coordinafiects this change: first, the finger must
change its direction towards the new target pasit®econd, once the direction changes, it still
takes time for the finger position to change: iregxe, finger position is the time integral of
direction and therefore smoothes out its fine-grditemporal variations.

We did not find a good way to eliminate the tim&akes to change the finger direction, but
there is a way to overcome the second factor -tithe the finger spends moving in the new
direction until its position changes. To overcorheés tfactor, we used the fingerimplied
endpointat each point along the trajectory rather tham iteordinate. The implied endpoint is
the position along the number line that the fingeuld reach if it keeps moving in its current
direction. First, the x and y coordinates were sspdy smoothed with Gaussian smoothing
(c = 20 ms). The current directiofi was then defined as the direction vector betwiben
finger x,y coordinates at timés 10ms and. Implied endpoints were cropped so not to exceed
the number line by more than 5% its length on esga# (i.e., to the range [-2, 42] for the number
line length of 40), and were undefined when thgdmmoved sideway9(|> 80°).

The regression of the final model was executednagaid this time the dependent variable
was the implied endpoint. The predictors were Hraesas before: the two-digit targétso, the
logarithmic predictolog'(No-40), the unit digitU, and the spatial-reference-points-based bias
SRP

The implied-endpoint-based regression (Fig. 2.4fweed similar trends to those found in
the x-coordinate-based regression: the linear fagts significant throughout the trajectory,
the log factor in an early time window, and the SR&or in late time windows. Importantly,
the implied-endpoint-based regression indeed redeaébrlier effects than the x-coordinate-
based regression. big was significantly larger than zero at all timdrge beginning at 350
ms. b[log'(N-40)] was significantly larger than zero as early @8rs and remained significant
until 700 ms. b[U] was significantly larger thanradrom 250 ms and onwards in most time
points, and b[SRP] was significantly larger thanozat all time points beginning at 66¢s.
Thus, the implied endpoint analysis seems to pmwdmore accurate picture of how the
cognitive quantity representation evolves over time

We also investigated another measure that could pewided a more accurate estimate of
finger direction and therefore of temporal flowe ttime derivative of the finger x coordinate.
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However, this measuréZ—t() turned out to be less accurate than the impliedbeint — its

regression revealed the same four factors, budtat time points than the implied endpoint
regression.

2.3.5. Numerical or spatial effects? Control experiment

Two of the findings described above could haveadtive explanations that focus on motor
factors rather than numerical processes. One sndimg is the bias of endpoints from linear
organization: we suggested that this bias is relatehe cognitive representation of quantity or
position, i.e., it is a bias in the way numbersraepped to a planned position along the number
line. An alternative explanation could be that Ibiees originates in the processes that guide the
finger to this target position. The second findisgthe transient log effect: an alternative
explanation, mentioned in the end of section 223.attributes this effect to spatial or motor
processes.

To assess these possibilities, we administeredn&ratcexperiment, in which the target
finger position was indexed non-numerically by anoa. Importantly, no numbers were
presented in this control task. If the spatialdrefiee-points bias originates in a quantity
representation, no corresponding bias should bereéd in this control task. If, however, the
spatial-reference-points bias originates in non-@tcrmechanisms, we expect to find a similar
bias in the control experiment too. Similarly, lifetlog effect originates in a spatial/motor
process, a similar effect should be observed irctimtrol task too.

2.3.5.1. Participants
Ten healthy right-handed adults participated vdtiht in this experiment. They were all
native Hebrew speakers. Their mean age was 34;3-(8D8).

2.3.5.2. Method

The method was similar to the number-to-positiopeginent, with a single difference: the
target stimulus was not a number, but a downwardtipg red arrow placed at a specific
position along the top line. The participants wiastructed “to move their finger towards the
arrow”. Thus, this experiment was conducted exdikiythe third training stage of the number-
to-position experiment (see section 2.2.2).

Each target arrow could appear in one of 41 pasti@orresponding with the positions of
the numbers 0-40), and each position was presémtiedimes, i.e., there were 164 trials in the
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experiment. No trials were defined as outliers heeghe number of trials per position (4) was
insufficient for outlier analysis.

2.3.5.3. Results

The average movement time was 762 ms (SD = 167The)mean endpoint error (rescaled
to 0-40, to allow for comparison with the numbeiptusition experiment) was .39
(SD =.1). The mean endpoint bias was .02 (SD =Tl g average rate of failed trials was 1.5%
(SD = 1.8%). Thus, the aim-to-arrow task was pentm faster than the number-to-position
task, more accurately, and with fewer errors.

To assess the spatial reference points modeldfextory data was submitted to regression
analysis similar to the regressions reported fae tlumber-to-position experiment. The
dependent variable wa&.4 and there were two predictors: the position of thrget arrow
along the lineNo.so, and the spatial-reference-point-based bias fanc&RP (detailed in
section 2.3.2.6). The regression b values were eosadpwith zero using t-test.

The results (Fig. 2.6) showed that by was significantly larger than zero in all timepis
as of 250 ms (F(1,9) > 3.18,< .01), indicating a linear trend that begins eearlier than in
the number-to-position experiment. The spatial rexfee points bias also had a significant
effect: b[SRP] was significantly larger than zerall time points from 300 ms to 800 ms (much
earlier than the value of 700 ms observed in thearical task). The peak SRP effect size was
at 450 ms (b[SRP] = .138), and then the SRP eflecteased and in the last part of the
trajectories it was very small (b[SRP] < .02) ammh4significant. Indeed, the organization of
endpoints was almost perfectly linear (Fig. 2.9W)is pattern is quite different from the pattern
observed in the number-to-position experiment, mcl the SRP effect began in later time
points, and continuously increased as the fingepsaached the number line.

1.00-

Target (0-4
5. arget (0-40)

Ref Points

25 50 75 100 125 150

Time (sec)
Fig. 2.6. Control experiment, where the subject was asked to point to a flashed arrow: the effect of
spatial reference points is present at an earlier moment, suggesting that it arises from a non-numerical

level of representation. The error bars show one standard error across participants.
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To assess the transient log model, namely, thelplitysthat some spatial/motor process
caused the log effect in the number-to-positiok,tdee trajectory data in the aim-to-arrow task
was submitted to a second regression analysishwhas similar to the regression described
above, with a single difference — the addition ahiad predictor, the logarithmic predictor
log'(No-40). The regression b values were compared with zgrgu-test. This analysis showed
that the logarithmic predictor had no significamispive effect in any time window. In fact,
b[log'(No-40)] was negative in all time points from 300 ms amvards, and had significantly
negative values from 350 ms until 750 mg € -2.87, two-tailegh < .02). Thus, the logarithmic
trend in the number-to-position experiment showthbe attributed to spatial or motor factors.

2.3.5.4. Discussion of the arrows task

The aim-to-arrow task showed that the trajectatmsate from a purely linear organization
during an intermediate time window, and that thatigp reference points bias function can
account for some of this deviation from linearity.

Why is the SRP bias observed only during an intdrate time window and then
disappears? Most likely, as the finger approacheddrget arrow, the participant can compare
the finger position with the position of the targetow (which is still visible on screen), and can
readjust the finger trajectories to eliminate tresb

Whether this explanation is correct or not, theitssshow a spatial reference points bias in
a task that does not involve quantity estimationwhbers. It is therefore a plausible assumption
that the SRP bias in the number-to-position taskke the logarithmic bias, originates, at least
in part, in mechanisms unrelated to the quantpyasentation of numbers.

2.4. Discussion of Chapter 2

This research aimed to clarify the processes iraglin converting two-digit Arabic
numbers into quantities and then into spatial coatds. We investigated which cognitive
representations are activated during this encaggliagess, either transiently or not. We used the
number-to-position task and tracked the fingeettgries throughout each trial. An analysis of
the factors influencing finger movement at variqa@nts in time revealed the underlying
representations at various stages during a trigderent predictors were used to assess five
different theoretical models of quantity represéata and one model that concerns the way
these quantities are mapped to spatial positions.
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The findings suggest a multi-stage process thablweg both holistic and decomposed
guantity representations, with four factors affiegtfiinger movement. These factors are now
discussed in turn. The two measures of finger m@argr(x coordinate and implied endpoint)
yielded very similar results, but we focus primaoh the implied endpoint regressions because
they provided a more accurate timing of the undeglyognitive processes.

2.4.1.Linear representation

The strongest predictor of finger movement wastin@digit target number. This linear
qguantity was a reliable predictor of the impliedlpaint at all time points starting at 400 ms
following stimulus onset, and until the end of tinel. This finding suggests that a linear
representation of the two-digit quantity (eitheti$tic or decomposed) is quickly accessed and
dominates the finger movement, as requested biagthe Assuming that it takes approximately
110-120 ms from motor intention to finger movem@ammsayer & Stahl, 2007;skawski et
al., 2007), our findings suggest that an intenigoactivated by 280-290 ms. Previous estimates,
based on event-related potentials, suggest thatidéntification takes place at about 160 ms,
and that a quantity representation of single-digitnerals starts activating at 174 ms and is
maximally activated approximately 210 ms after ¢argnset (Dehaene, 1996). Based on this
earlier study, the series of stages dominatingpteeent task, possible organized in a cascade,
are likely to be: identification (~160 ms), quaniit+170-210 ms), representation of the (linear)
target location (~290 ms) and first finger deviattowards it (~400 ms). On top of this process
there could be additional, faster or more automacessing routes that process single digits
(as is indicated by the finding of an early conitibn of the units digit, see section 2.4.4 below).
Such automatic processing is in line with previsuslies (Pisella et al., 2000).

2.4.2.Transient logarithmic representation
The second factor that predicted finger locatiors Wee logarithm of the two-digit target

number. This factor was a reliable predictor ofithplied endpoint from 450 ms until 750 ms
post stimulus onset. It indicates that a compresgantity representation exists during an
intermediate time window. We cannot conclude that quantity representation was strictly
logarithmic although the regression predictor waso@ function, because several other
compressive functions resemble the log functiog. @ power function with exponent 0.5) and
may have accounted for the results just as well.
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The finding that the log factor started early amehtdisappeared suggests that the activation
of a compressive representation is automatic ratien the result of conscious reasoning.
Indeed, compressive quantity encoding was prewosisbwn in educated adults in several
paradigms (Anobile et al., 2012; Dehaene & Marg662; Piazza et al., 2004; Viarouge et al.,
2010). In the number-to-position task, howeveras shown only for young children (Berteletti
et al., 2010; Booth & Siegler, 2006; Opfer & Sigg007; Siegler & Booth, 2004; Siegler &
Opfer, 2003) and for uneducated adults (Dehaerat.,€2008). The current research extends
these previous findings and shows that educatelisagse a compressive quantity scale even
in the context of the number-to-position task. EEadievelopmental and anthropological studies
suggested that a few years of education sufficen@we away from the innate compressive
“number sense” that we share with animals (Deha¢rad., 1998; Gallistel & Gelman, 1992)
and develop a linear sense of number (Booth & 8regl006; Dehaene et al., 2008; Siegler &
Booth, 2004; Siegler & Opfer, 2003). Nevertheldss present findings confirm that an intuitive
representation of numbers on a logarithmic scateanes dormant even in educated adults
(Viarouge et al., 2010). Indeed, in agreement \pivious studies, we found that linear and
compressive quantity representations co-exist endglime individuals (Anobile et al., 2012;
Lourenco & Longo, 2009; Viarouge et al., 2010).

The nature of the quantity scale is a topic of Hagling debate between two different views.
Some researchers showed how speed and accuraegsietwgarithmically as numbers become
larger or closer, and suggested that these finginmgded evidence for a compressive quantity
scale (Brysbaert, 1995; Dehaene et al., 1990). flerdint interpretation of such findings,
however, was offered by the scalar variability mpa#ich proposes that quantities are encoded
using a linear scale but the noise surroundingjtlantity representation increases with number
size (Brannon, Wusthoff, Gallistel, & Gibbon, 20@grdes et al., 2001; Gallistel & Gelman,
1992; Whalen, Gallistel, & Gelman, 1999; but sed&sne, 2001, 2003 for a discussion). Both
the logarithmic model and the scalar variabilitydabhold that it is harder to discriminate
between large numbers than between small numbedgstherefore the two models are quite
hard to separate, as they make very similar priedi€tabout experimental measures such as
reaction time, accuracy, and discriminability ofnthers, and as we shall see in Chapter 3 —
even about finger trajectories.
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2.4.3.Holistic two-digit quantity representation

The finding of a logarithmic contribution to finggosition indicates that the quantity
representation is not only compressive but alsastiml A decomposed model could have
explained the logarithmic factor as an artifactl@garithmic encoding of the single-digit
guantities, but this alternative explanation wapliekly tested and ruled out, as we found a
better fit of finger position with a log functiorf the whole 2-digit number. Thus, the results
supports a holistic model, in agreement with presistudies (Dehaene et al., 1990; Ganor-
Stern et al., 2009; Reynvoet & Brysbaert, 1999;i¢h& Wang, 2005; Zhou et al., 2008).

The results also do not support a sequential magdebrding to which the decade digit is
processed before the unit digit. No time window \iasd in which the effect of the decade
digit on the finger movement was larger than tHahe unit digit. The results are therefore in
accord with previous studies that showed paralietgssing of two-digit numbers (Friedmann,
Dotan, & Rahamim, 2010; Meyerhoff et al., 2012; Mere Fischer, et al., 2009). We also found
no evidence that single-digit numbers are procefastdr than two-digit numbers, as might be
suggested by their simpler notation or higher fesqny (Dehaene & Mehler, 1992): trajectories
of single digit numbers did not branch apart eathan trajectories of two-digit numbers (but
see Chapter 3 for further investigation of thisp)i

Although the present study presents strong evid@mdavor of a holistic processing of
2-digit numerals, this does not mean that numbarsat be represented in a decomposed
manner. As we reviewed in the introduction, othardes have presented evidence for
decomposed processing. Subjects seems to strdlggitaose to process two-digit quantities
holistically or in a decomposed manner, with difer contexts facilitating different
representations (Ganor-Stern et al., 2009; Greehetadl., 2003; Reynvoet & Brysbaert, 1999;
Zhang & Wang, 2005; Zhou et al., 2008). Some pgradj such as the number-to-position task
and the linear-distribution judgment task used bgrduge et al. (2010), may encourage
estimation and therefore facilitate holistic praieg. Conversely, exact processing of several
multi-digit stimuli may encourage decompositionaggies. Indeed, decomposed processing
was often revealed when subjects had to compar@4digit numbers (Meyerhoff et al., 2012;
Moeller, Fischer, et al., 2009; Nuerk & Willmes,0&). A holistic strategy in this task would
require encoding two separate 2-digit quantitiesost simultaneously, which may be difficult.
The number-to-position paradigm is simpler than bemcomparison because it presents a
single target number per trial. In accord with tiesw, holistic processing was found in other

36



Chapter 2. How do we convert a number to a finggecttory?

tasks that showed only a single 2-digit number t@ha (Dehaene et al., 1990; Ganor-Stern et
al., 2009; Reynvoet & Brysbaert, 1999; Zhang & Wakg05; Zhou et al., 2008), whereas

studies that presented more complicated stimulimbrers with four or six digits — revealed that

the digits can be processed sequentially (Hinrgtlas., 1982; Meyerhoff et al., 2012). Chapter 4
will examine the issue of decomposed processimydre detail.

2.4.4.Effect of unit digit

A third factor influencing finger position was thait digit, which was a reliable predictor
of the implied endpoint from 300 ms post stimulaset. The unit digit effect is also shown by
the finding of a trajectory bias that corresponaath the unit digit: trajectories of target
numbers with a small unit digit (1 or 2) were bise the left compared to trajectories with a
large unit digit (8 or 9). Three models can accdanthese findings: decomposed encoding of
single-digit quantities, sequential processinghef2-digit numbers (first the unit digit and then
the decade digit), or transposition of the two tdigAll these models focus on decomposed
processing of the two digits, and the first modioaassumes decomposed single-digit
guantities.

The decomposed quantities model assumes that arf thp two-digit quantity, the single-
digit quantities are encoded too, and thus theefimgjinfluenced by their mean value. It could
be objected that the results showed only an indigrgrcontribution of the unit digit and not of
the decade digit. Note, however, that with the esgion approach, we cannot independently
estimate the effects of units u, decades d, andmtie number (=10d+u), as these three
variables are linearly dependent. All we can trmeetonclude is that the effect of the unit digit
is, initially at least, larger than predicted by #quation 10d+u, and this is compatible with an
additional contribution of the mean of d and u.

The second model assumes that the two digits acepsed sequentially in a reversed order,
first the unit digit, then the decade digit. Asesult, the unit digit contributes to the quantity
before the decade digit does. Thus, for a certariog of time the overall quantity — whether if
holistic or decomposed — over-represents the \@flueait digit compared with the decade digit.

The third model that can account for the resulsstisnsposition model. This model assumes
a transient stage during which the digits are dlyddentified but are not yet bound to their
relative positions (Friedmann, Dotan, & Rahamiml@Q thus creating illusory conjunctions
(Treisman & Schmidt, 1982). During this transietaige, both the target quantity (10d+u) and
the transposed quantity (10u+d) would be activédegl, presenting 28 activates both quantities
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28 and 82), either as holistic or decomposed giiesitihus enhancing the overall effect of u on
the finger position.

Finally, note that the unit digit effect was relatly small: in the x-coordinate regression,
the maximal mean b[U] that was significantly largean zero was only .039. This peak
happened at 750 ms following target onset, anadnéributions of the other predictors in that
time point were much larger (bfMo = .31, b[log'(M-49)] = .07; the log predictor later reached
a peak b value of .088, in 850 ms). Thus, the digit effect may indeed originate in
decomposed quantity representation, but the marerdmt quantity representation in this task
is still the holistic one. The issue of decade-pnitcessing is examined in detail in Chapter 4.

2.4.5.Spatial bias

The last factor to influence finger position waspatial-reference-point bias function (SRP),
which was a reliable predictor of the implied enidpdérom 600 ms post stimulus onset and in
all later time points — even the endpoints weredulaaway from a purely linear organization
(Fig. 2.5a), in agreement with previous studiegitB& Paladino, 2011; Sullivan et al., 2011).
This factor suggests that the target position enrthmber-to-position task is obtained using a
non-linear estimation of the distances to threedixeference points: the left end, middle, and
right end of the number line.

The SRP bias function was also a significant factdhe aim-to-arrow task, although this
task does not involve any numbers or quantitiess Tinding suggests that the SRP factor
originates — at least in part — in a spatial/mptocess rather than in the quantity representation
or in the process that creates it from the Arabimber. A comparison of the SRP factor between
the two tasks is in line with the assumption tiné factor reflects a position-estimation error:
in the aim-to-arrow task, the estimation errondpexted to be larger when the finger is far from
the target arrow, and indeed the SRP bias factar etmserved early on in the trajectory.
Conversely, the number-to-position task never prisséhe target position, so the position-
estimation process continues throughout the trajgcand correspondingly, the SRP bias was
found late in the trajectory and even in its endpoi

The spatial reference point model was able to adctar much of the bias from linear
organization in the number-to-position task, antltlye results did not fit the model perfectly.
Two major findings indicate that the spatial refexe points model should be amended to fully
account for the bias observed in the present stilndyexistence of a global leftward endpoint
bias, and the negative contribution of the log ted to the final regression model (Fig. 2.4e),
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a finding that is not explained by any theoretitaldel yet. In Chapter 3, we propose a model
that may capture this set of biases in a bettertivary the SRP bias function.

2.4.6.The successive stages of converting a number to a position

Organizing these factors along a timeline clariftes process performed in the number-to-
position task. When the two-digit target numbempissented, the participants first create a
transient quantity representation of the unit digit alternatively, a quantity representation of
the transposed number, e.g., the quantity 52 upming the target number 25). This
representation is activated surprisingly quicklg, ia affects the finger direction (implied
endpoint) as early as 250 ms after the target numibe presented. This finding is however not
incompatible with earlier ERP studies, which ingicaignificant quantity effects as early as
174 ms after target onset (Dehaene, 1996), andthaHinding that digit comparison can be
performed above chance level within 230 ms fromstiraulus onset (Milosavljevic, Madsen,
Koch, & Rangel, 2011).

Shortly afterwards, two separate representationtheftwo-digit quantity are created: a
holistic logarithmic representation and a linegresentation (either holistic, or decomposed
with the unit and decade digits contributing in atthexact 1:10 ratio). The log and linear
representations must be active at about 300 mee sirey start affecting the finger direction
400 ms after the target onset. The linear repraientremains until the end of the trial, but the
log representation is transient: 750 ms after #nget onset, it no longer affects the implied
endpoint.

Finally, as their finger approaches the target, lthe participants start adopting a spatial
strategy of transforming the two-digit quantity megentation into a precise location on the
number line. This strategy, which has a measuratiéet 600 ms after the target onset, relies
on three reference points (the left end, middle, iaght end of the line), and results in a bias

that pushes the finger trajectories away from thef&ence points.

39



3. On the origins of logarithmic number-to-position mapping’

Abstract. We present a detailed experimental and theoretical dissection of the processing stages that
underlie the number-to-position task. When adults map the position of two-digit numbers on a line,
their final mapping is essentially linear, but when monitoring the finger trajectories, the intermediate
finger location shows a transient logarithmic mapping. Here we identify the origins of this log effect:
small numbers are processed faster than large numbers, so the finger deviates towards the target
position earlier for small numbers than for large numbers. When the trajectories are aligned on finger
deviation onset, the log effect disappears. The small-number advantage and the log effect are
enhanced in dual-task setting and are further enhanced when the delay between the two tasks is
shortened, suggesting that these effects originate from a central stage of quantification and decision
making. We also report cases of logarithmic mapping — by children and by a brain-injured individual —
which cannot be explained by faster responding to small numbers. We show that these findings are
captured by an ideal-observer model of the number-to-position mapping task, comprising 3 distinct
stages: (1) a quantification stage, whose duration is influenced by both exact and approximate
representations of numerical quantity; (2) a Bayesian accumulation-of-evidence stage, leading to a
decision about the target location; and (3) a pointing stage.

3.1. Introduction

In Chapter 2 we saw how the process of understgrttim quantities represented by two-
digit numbers can be explored using the numbem®tion task, and how trajectory tracking
can serve to gain an insight into the successiagest of this process. The main finding in
Chapter 2 was that the finger position was coreelatith the two-digit target number, but there
was a transient time window in which the finger ipos was affected by an additional
contribution of the logarithm of the target. Thisservation suggested that the quantities were
encoded by two distinct systems: an exact lingaresentation, where all numbers are equally
well represented, and an approximate representatiene small numbers are represented more
precisely than larger ones. This conclusion waactord with studies that found compressive
guantity representation in other tasks (Anobilealet 2012; Berteletti et al., 2010; Booth &
Siegler, 2006; Dehaene et al., 2008; Dehaene & WM=r,g2002; Lourenco & Longo, 2009;
Nufez et al., 2011; Opfer & Siegler, 2007; SiedeBooth, 2004; Siegler & Opfer, 2003;
Viarouge et al., 2010). Mathematically, the appnoaie representation can be described as a

° This chapter is an article published as Dotan&Dghaene, S. (2016). On the origins of logarithmimber-to-
position mappingPsychological Reviewt236), 637—666. doi:10.1037/rev0000038. The text feidentical with
the published article, except reformatting and réingp some parts that would, if remained, repeaeotections
of this dissertation. The chapter has supplememtatgrial in Appendix A.
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logarithmic number line with fixed variance, as gested by neural recordings and brain
imaging data (Nieder & Miller, 2003; Piazza et aDP4). As previously noted (Dehaene, 1997),
an equally accurate model of behavioral data caoht@ined by postulating a linear number
line with scalar variability (standard deviationoportional to number; for discussion, see
Cicchini, Anobile, & Burr, 2014; Dehaene, 2007). Abkorthand, we refer to these two
representations simply as “approximate”, refertimghe fact that they both show an increasing
uncertainty as the numbers get larger.

Our goal in the present chapter was to clarifytfi@®retical reasons why a logarithmic effect
arises even in adults, who know perfectly well ttinety should point to the linear location of
the numbers. In particular, we designed new exprimexploring the hypothesis of a dual
representation of quantity. We reasoned thatgifelare two distinct representations of number,
respectively exact and approximate, then we mighaltile to interfere with one of them and
therefore transiently enhance the influence ofotier. We relied on the method introduced by
Anobile et al. (2012), who used quantity-to-positimapping in a dual-task setting. In the
critical condition, participants estimated a numbfdots and responded by marking a position
on a line, while simultaneously performing a se@gdask of color pattern judgment. This
manipulation made their mapping more logarithmibisTpattern could be explained as a
psychological refractory period (PRP) effect in @hhihe secondary task competed with the
exact linear quantification process for central otgses, while leaving approximate
guantification intact. As a result, the log effedds facilitated while the linear representation
was reduced. The log-linear dissociation can tleeeeSupport a model of dual quantity
representation. We aimed to replicate these firglingh two-digit symbolic numbers, using
our continuous number-to-position paradigm.

We also assessed a new theoretical interpretdtairngs recently arisen for the log effect
in number-to-position tasks (Cicchini et al., 2QI@)is interpretation rests on a single quantity
representation with differential variability — l&gjuantities are represented with greater noise
than small quantities. The idea is that the logdaffresults from a Bayesian process that
combines this fuzzy quantity representation witlopknowledge (Fischer & Whitney, 2014;
Jazayeri & Shadlen, 2010). Because large quantitesuzzier than small quantities, they are
estimated with lower confidence, and the Bayesiacisibn process assigns them a smaller
weight relatively to prior knowledge. The decisisrtherefore slower (and the effect of prior
biases is stronger) for larger target numbers tbeismaller target numbers, and this is what
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gives rise to the logarithmic effect. In a dualktastting, interference from the secondary task
reduces even further the amount of evidence that lma extracted from the quantity
representation per unit of time, and thereforddigarithmic effect is increased.

Note that differential variability between smallddiarge numbers can take many forms: one
possibility is scalar variability (linear mappindg oumerical quantities, and linear relation
between the noise level and the target number)theumodel can accept almost any form of
differential encoding of small and large numbernsug, a compressive scale for number (e.qg.,
logarithmic) with fixed variability would lead tarsilar results. Furthermore, when the stimuli
are sets of dots (as was the case in Anobile,e2@12), differential variability may arise from
the assumption that the noise in the subitizinggeafl-3) is lower than in the non-subitizing
range (> 4) (Cicchini et al, 2014).

Crucially, according to this model, logarithmic npapg can be obtained even if the internal
guantity scale is not logarithmic. Although it wiagially argued that logarithmic behavior in
the number-to-position task implies an internalalatpmic representation (Booth & Siegler,
2006; Dehaene et al., 2008; Siegler & Booth, 2()gler & Opfer, 2003, and in Chapter 2),
Cicchini et al.'s model shows that this is notdhee. In particular, as previously argued, there
is a near-complete behavioral equivalence betweeog and the scalar variability models of
approximate number representation (Dehaene, 2007).

Cicchini et al. (2014) further showed that the piiothe Bayesian decision process need
not be fixed. Indeed, they discovered a new engdifiading that suggests that the prior is
adjusted on a trial-by-trial basis: judgments drengly affected by the quantity presented on
the immediately previous trial. Nevertheless, wkethe prior is fixed or is updated after each
trial, what really accounts for the log effect imysian decision models is differential
variability. Accordingly, a recent study has shoaviogarithmic effect in quantity-to-position
mapping even in the first trial of an experimenten prior trial information was not yet
available (Kim & Opfer, 2015).

The experiments and equations presented in Cicatinal. (2014) capture only the
participants’ ultimate response location in a nurtbeposition task, and remain silent about
the sequence of processing stages that ultimads keathis decision. In the present study, we
wish to extend this model to account for the dethilithin-trial dynamics of the number-to-
position task. Our goal, indeed, is to obtain adled theory of the successive stages leading to
a decision in the number-to-position task. We wilow that an ideal-observer theory can
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account for our main finding that the mapping tsipon shows a logarithmic trend when the

trial starts but becomes fully linear when the &ngeaches the number line. The intuition behind
this model can be specified succinctly: assumirgg the decision to move is based on a
Bayesian decision process, with a progressive aglation of evidence arising from the target,

then differential variability should affect tipeocessing timef the target. Large target numbers,

which are represented with higher variability, axeantified more slowly than small target

numbers (hereby, “small-number advantage”), sdB#éngesian prior is overridden more slowly

for large target numbers. As a result, at each-gtorsiulus time point, small-target trials are in

a more advanced stage of processing than largetténigls, which means that the finger

trajectories for small targets are farther aparinfreach other than the trajectories for larger
numbers. These differential distances betweendliectories appear as logarithmic effect when
analyzing a specific time point.

We term this dynamic version of Cicchini et al.2014) modethe differential encoding
time model In the final section, we present a precise ma#teal model and simulations of
this idea. Note that the differential encoding timedel conforms to the two main assumptions
of Cicchini et al. (2014): (1) The target positisrdetermined by a Bayesian decision process,
with a prior that is affected by previous trial®) (The log effect results from differential
variability for small versus large numbers, whicuses differential overriding of the prior by
the present-trial quantity.

3.2. Experiment 3.1: Number-to-Position Mapping with Dual Task

In Experiment 3.1, the participants mapped twotdmgimbers between 0 and 40 to the
corresponding positions on a number line. Eachigygant performed the task in three
conditions, administered in three separate blotks.first condition involved a single task: the
participants mapped numbers to positions, withtheromanipulation (like in Chapter 2).

The second condition involved dual-tasking: sulsgmérformed the number-to-position
mapping parallel to a distracter task. Like Anolateal. (2012) we used a color-detection task,
which in our case was color naming. We hoped #sk would maximize the interference effect,
because it is not only attention demanding but amsmlves verbal output, which may
selectively interfere with the linear quantity repentation. One possible reason for such a
selective interference rests on the assumptionAfaiic numbers can be encoded as quantities
by both hemispheres, but only the left hemisphengsbs a verbal representation of numbers
(Cohen & Dehaene, 2000). When the verbal systexodspied, approximate quantity may still
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be perceived without verbal mediation (Dehaene &ePp 1991; Dehaene et al., 2008;
Dehaene, Spelke, Pinel, Stanescu, & Tsivkin, 1998jer this hypothesis, verbal interference
should increase the relative weight of the non-akepgarietal circuit that encode approximate
guantities. The dual-representation model thusigi®that the color naming condition should
enhance the transient logarithmic effect.

The third, control condition, was number naming garticipants said aloud the number
while pointing to the corresponding position. Thandition does not divert attention from the
target number and, if anything, should enhancexaet linear representation.

3.2.1.Method

3.2.1.1. Participants

Eighteen right-handed adults, aged 27;8 + 6;5, nitheported learning disabilities or color
blindness, were compensated for participation. Tmeother tongue was Hebrew. For
comparison, we also reanalyzed the data of theidtt-handed participants reported in
Chapter 2 — 10 Hebrew speakers, 9 French, onartadind one Thai, aged 35;5 + 10;7, who
performed the number-to-position task silently. iilgnumbers in Hebrew are written like in
English, and in our number-to-position paradigm téebparticipants and left-to-right readers
were found to exhibit similar patterns of resu@hépter 2).

3.2.1.2. Procedure

In each of the three conditions (silent, color nagmiand number naming), each number
0-40 was presented 6 times (246 trials) in randodero In the two naming conditions the
participants were told that the two tasks (numbepdsition and naming) were equally
important but that they should first attend tonlaening task and then to the number-to-position
task. The three conditions were blocked and wengirgdtered in random order (3 participants
per presentation order). The silent condition wasl@scribed in Section 2.2. In the naming
conditions, while moving the finger the participaratilso said aloud (in Hebrew) the target
number or a color name. One color per trial — whiglow, orange, pink, red, blue, or green —
was indicated by two horizontal stripes that appeaimultaneously with the target number,
surrounding it. The oral responses were tape redoadd trials with semantic or phonological
errors were excluded. The speech onset time wasedeés the first time point in which the
voice level, sampled at 20 Hz, exceeded a thredbukd for a consecutive period of 200 ms.
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This threshold was configured per experiment sasgiomatch environment noise and the
participants’ speech volume.

The training procedure was as described in Setd2, with additional training phases for
reviewing the color names and for adapting to ffeesh onset limits.

3.2.1.3. Trajectory analysis

Trajectories were analyzed using the two-stage essgon analysis described in
Section 2.2.6. Here, the dependent variable inmégesssions was the implied endpoint of the
median trajectorieSEPmeg. The predictors in the regressions were the targmber (N-a0),
log'(No-40), the unit digit (U), and the SRP bias functior¢fon 2.3.2.6). The"2stage analysis
compared the regression b values to zero usirgj.tfibe reporteg values are one-tailed when
mean[b] > 0 and two-tailed when mean[b] < 0.

3.2.1.4.ANOVA

The speed of performing the number-to-position tamiked a lot between individuals. Our
goal in the present study was not to explain thetee-individual differences, but to focus on
the within-subject factors that affect people'sawabr in the number-to-position task. For this
reason, in all ANOVA's in this study — most of winiconcern reaction times — we use repeated
measures design and report effect sizes as paftial measure that is independent of the
between-subject variance. To maintain standardizative also report)??> for one-way
ANOVAs, and generalized? (Bakeman, 2005; Olejnik & Algina, 2003), denotgef, for
ANOVA with several factors. In case of an ANOVA &t for which df=1 and the effect
direction has a clear prediction, we used the spording t test and one-tailpdralues.
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3.2.2.Results

3.2.2.1. General performance
Table 3.1. General performance measures in Experiment 3.1

Measure Silent Color naming Number naming
Failed trials (%) 3+2.4 221+8" 14.4+103 ™"
Invalid speech onset (%) @ - 10.6+5.3 11.2+9
Naming error (%) ° - 26%2 .04+ .13
Minimal velocity violation (%) 14+2.1 7.6+58" 1.8+3.3
Other errors (%) 16+1.6 13+.9 14+13
Endpoint outliers (%) 46+1.5 56+19° 47+14
Movement time (ms) 1102 + 154 1398 +131 ™" 1208 + 132
Endpoint bias (0-40 scale) -.65+ .45 -.68 +.46 -.58 +.39
Endpoint error (0-40 scale) 1.7 +.42 21+07™ 1.74 £ 0.4
Speech onset time (ms) - 898 +101 "¢ 695 + 90

Note. The standard deviations refer to between-subject variance of the per-subject means.
Speech onset was compared between the two naming conditions.

2 Invalid speech onset: the verbal response was too slow, too fast, or no response was made.

® Naming error: semantic or phonological

¢ Speech onset time was compared between the color naming and number naming conditions.
Paired t-test vs. the silent condition: *one-tailedp<.1 " p<.01 " p<.001

Table 3.1 shows that number-to-position mapping mase difficult in the color naming
condition than in the silent condition: the pagpsnts were less accurate (larger endpoint error),
slower, and had more failed trials. Thus, the calmming manipulation was clearly effective.
The number naming manipulation had a weaker efeecimaller difference was observed in
movement time and failed trial rate, and accuraag wimilar to the silent condition. The
participants’ unanimous subjective impression viras €olor naming was considerably harder
than the two other conditions.
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Fig. 3.1. Median trajectories per target in Experiments 3.1 and 3.2. A median trajectory was created by
re-sampling each trajectory into equally-spaced time points, finding the per-subject median
coordinates per time point, and averaging these medians over participants. Median trajectories shorter
than 2 s were extended using the endpoint. Note that in Experiment 3.2 the number sometimes
appeared after the color (panels f-h); the bottom of each of these panels is aligned to the beginning of
the trial (color onset), and time=0 indicates the number onset.
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Fig. 3.2. Time course of the effects in Experiment 3.1. All panels show b values of regressions on the
implied endpoint of the median trajectory (iEPmed). One regression was run per time point, participant,
and condition. The b values were averaged over participants and plotted as a function of time. In this
and all subsequent regression figures, the b values were compared to zero (t-test), and a black dot
indicates a significant b value. (a-c) The b values per experimental condition. (d) The b values of the
linear factor b[No4o] in all three conditions: the effect of the linear factor arises faster in the silent
condition than during color naming (the shaded area indicates a significant difference). (e) The b values
of the logarithmic factor b[log’(No4o)], showing a slightly stronger effect in color naming than in the
silent condition.

The participants’ median trajectories are presemtdeélg. 3.1a-c. The trajectory data was
submitted to the two-stage regression analysisribest above in the Methods. All four
predictors showed significant effects in all cormtis (Fig. 3.2a-c and Table 3.2). The silent
condition replicated the results from Chapter 2luding the approximate time window for the
significant effect of the log regressor (500-600 mese, 450-750 ms in Chapter 2). The only
essential difference was that here we did not eksan early contribution of the unit digit;
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instead, both decades and unit digits arose simediasly as significant regressors, giving rise
to a main effect of the linear value of the 2-digitget number (Fig. 3.2). The pattern of
significant effects in the two naming conditionsswamilar to the silent condition, but in the

color naming condition the factors were observelater time points, in accord with the slower

finger movement in this condition.

Table 3.2. Experiment 3.1: Time windows (ms post stimulus onset) in which the regression b values
were significantly different from zero (p <.05)

Factor Silent Color naming Number naming
b[No4o] >0 450-end 200,500-end 450-end
b[log’(No-40)] >0 500-600 550-700 500-600
b[log’(No-0)] < 0 750-end 1250-end @ 850-end
b[U]>0 750-end ® 550, 1150, 1300-end 1000-end
b[SRP] >0 550-end 700-end 550-end

b[SRP] <0 None None 150-400

@ p<.05in 1250-1450, 1650-1700, and .05 < p < .07 in the other time points.
® p < .05 in 750-800, 900-1000, 1400-1500, and .05 < p < .08 in the other time points.

3.2.2.2. Assessment of the dual representation model

3.2.2.2.1.Color naming interferes with the linear factor and enhances the
logarithmic factor

The regression b values of the log and linear fadtothe silent condition were compared,
per time point, versus the color naming conditi@ing a paired t-test (see Fig. 3.2). This
comparison confirmed the crossover interaction betwthe log and linear factors: as predicted,
the color naming manipulation enhanced the logfaand reduced the linear factor. The linear
factor in the color naming condition was signifidgrsmaller than in the silent condition from
450 ms to 850 m$b[No-aq| colors < B[No-aq]sitens, t(17) > 1.75, one-tailed < .05). The pattern was
reversed for the log factor: a significant diffecem[log’(N 0-20)]colors > b[log’'(N 0-20)]silent Was
observed from 650 to 750 ms (t(17) > 2.1, onedaile < .05; the difference
b[log’(N 0-20)]colors < b[log’(N 0-40)]silent from 500 ms to 550 ms did not reach significance,
t(17) < 1.4, one-tailegp > .09). This dissociation supports the predictedamcement of the
approximate representation, relative to the exgmtasentation, during dual-task interference.

This influence of color naming can be interpretedwo ways — either as facilitating the
approximate quantity representation and weaketmeadjnear representation, or as delaying the
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linear representation (i.e., the difference betwtersilent and color curves in Fig. 3.2d can be
viewed as either vertical or horizontal). If we egtthe delay model, the delay size can be
estimated from Fig. 3.2d as ~50 ms around movepmes#t (~450-500 ms post stimulus onset),
increasing to ~200 ms when crossing bhe 1 threshold (at ~670-870 ms). Fig. 3.2e suggests
that color naming may have slightly delayed théugfice of the logarithmic factor too, but this
delay was much smaller and never exceeded ~50 mesteBults are therefore compatible with
the hypothesis that the linear quantity represemtavas delayed, which left the stage for the
log representation to have a larger effect onithgeef movement.

Given these apparent delays, we also attemptedomapute a time-independent per-
participant index of the peak log effect size. Tihidex, denote®[log’(N 0-40)] giobar, Was defined
as the 79 percentile of b[log'(N-4)] between 450 ms and 750 ms (the time window iickvh
a significant log effect was found in Chapter 2; weed 7% percentile rather than the peak b
value to increase the robustness to noise anam)tliThed[log’(N o-20)] globarWas larger in color
naming b = 0.20 + 0.10) than in the silent conditidn< 0.15 £ 0.11; t(17) = 2.1, one-tailed
p = .03, Cohen'sl = 0.47), confirming that the color naming manipigla enhanced the
participants’ log effect.

When comparing regression b values in differentdd¢mns or at different time points, a
potential confounding factor may be that the b galare affected by the global variance among
trajectorieso(iEP), and that this variance may differ betweemditions. However, this
explanation cannot account for the present redudtsause we foundlarger log effect size in
the color naming, whereagiEP) in equivalent time points was smaller in tbandition. To
completely rule out the alternative interpretative, re-ran the log effect size analysis using the
regressiorp values, which are not affected by the overall iegblendpoints varianéeThis
analysis too showed a larger log effect size imrcabming [log’(N 0-40)]globausilent= 0.22 +
0.22,B[l0g’(N 0-20)]globaticolors= 0.32 + 0.18, t(17) = 1.83, one-tailpd .04).

3 A regression analysis results in a regression titafredicted(y) = const £bix.. These b values are informative
when the predictorg; and the dependent variahjeare specified using a meaningful scale, as ic#se in the
present study. However, thievalues are sensitive to the scale in whichndy are specified, and consequently
they are typically not comparable with each otheacross datasets. This comparability issue casobed by
standardizing the predictors and the dependenabiariusing linear transformation into a common esagith
mean = 0 ands = 1. Denoting the transformed variabbes and y’, the regression formula would now be
Predicted(y’) =28x’", wherefi = b * o(xi) / o(y). Unlike b values, th@ values are comparable with each other
because alk’ are specified using the same scale. More impdtdor the present issue, ev@nvalues from
different regressions are comparable, becausesipendent variables too are specified using a fecadie.
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3.2.2.2.2.Control condition: Number naming

The number naming results were very similar todient condition (Fig. 3.2). The linear
factor b[No-aq] was slightly smaller in number naming than in gikent condition, but this
difference was significant only in two time poi§é50 ms and 750 ms, t(17) > 2.47, two-tailed
p <.03; in all other time points, t(17) < 1.§¥> .09). The log factor did not show a clear trend:
b[log'(No-40)] was stronger in the silent condition than in fi@mnaming at some time points
and weaker at other time points, with a significaff¢ct only in two time points (350 ms and
750 ms, t(17) > 1.88p < .04). The global log effect size was similarnamber naming
(b[log’(N 0-40)]globar = 0.12 £ 0.13) and in the silent conditidsfl¢g’(N 0-20)]giobat = 0.15 + 0.11;
t(17) = 1.12, two-tailegh = .25). Thus, number naming, unlike color namutig, not facilitate
the log factor. Analyzing the results in terms efay shows that number naming caused only a
small delay of ~ 10-20 ms in the linear factor aoddelay in the log factor.

3.2.2.3. Dependency on prior trials

To assess the possibility that the participantsfgpmance was affected by perseverations
from previous trials, as described in Cicchinile{2014), the trajectory data was submitted to
regression analysis with the four predictors désctiabove (Mo, 109’(No-49), U, and SRP), to
which we added the values of the target numbeeaah of the last 15 trials (predictors denoted
N-1, N-2, ... N-15). The regression was run on the, nanaveraged trials and the dependent
variable was iEP. One regression was run per dondiind participant in 50 ms intervals. Per
predictor, condition, and time point, the particitg b values were compared to zero using
t-test (Fig. 3.3a-c). These regressions showedrafisiant effect of the last 2 or 3 trials, which
decreased around 500 ms as the finger began totpdime target quantity of the current trial.

To examine the relative effect of perseverationmfreach of the previous trials, we
calculated the mean b value of each of the predi¢del to N-10 over the time range 0-600 ms.
This was done for the three conditions in Experindeh and for the data from Chapter 2. We
observed an exponentially decreasing contributigorevious targets (Fig. 3.3d). This pattern
is consistent with the notion of a Bayesian pro¢&€sschini et al., 2014), according to which
the finger is initially guided by an expectation ‘@rior” based on past trials, which gets
constantly updated as the new target graduallyrmesr the expectation generated from older
trials. The prior appears to decay roughly expaa#ntacross trials N-1, N-2, N-3 etc., and in
this respect, the phenomenon bears similarity teguerations observed in many brain-lesioned
patients (Cohen & Dehaene, 1998).
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Fig. 3.3. Influence of the prior targets on current finger trajectory in Experiment 3.1. (a-c) Influence of
the current target N and the past 5 targets (N-1 to N-5) on the implied endpoint, as measured by
regression (same type of plot as in Fig. 3.2). (d) Mean b value over 0-600 ms, for each of the past 10
targets (N-1 to N-10), showing an exponentially decreasing influence of prior targets.
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3.2.2.4. Assessment of the differential encoding time model

The differential encoding time model stipulated tha log pattern occurs because the finger
deviates towards the desired location at an edtiex point for smaller target numbers (small-
number advantage). As a result, in several posiudtis-onset time points, trials with small
target numbers are in a more advanced stage oégsimg (and finger movement) than trials
with large targets, so the trajectories of smaljeh trials are farther apart from each other,
giving rise to a log effect in the regression.

3.2.2.4.1.1dentifying the onset of horizontal movement

To assess the differential encoding time model fivg¢ calculated the onset time of the
finger's horizontal movement on each trial. To deii@e the horizontal movement onset per
trial, we used an algorithm that aimed to identhg time point where the finger horizontal
velocity started building up. A typical horizonte¢locity profile of a trial consists of one or
more velocity peaks (which may reflect several sasitve movement plans), but as every
experimental measure it is also affected by jéed random movements. Our goal was to find
the onset of the earliest non-random velocity pdakidentify non-random peaks, we first
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estimated the participant’s individual level of “top noise” based on the distribution of
horizontal velocities during the time window 0-258 (assuming that before 250 ms, movement
is not yet affected by the target number; see AdpeA for a justification of this assumption).
We considered only velocity peaks that were sigaiitly higher than this motor noise, and
found the onset of the earliest of these peakslengsas the onset occurred after 250 ms.

The specific algorithm was as follows. To calculétte horizontal velocity along each
trajectory, we first applied Gaussian smoothindwit= 20 ms to the finger x coordinates, and
then computed the derivative of the smoothed coatds. To determine the horizontal
movement onset per trial, we first looked for anffigant peak of the x velocity profile — the
highest x velocity that exceeded the top 1 perteeafithe participant’s velocity distribution on
the first 250 ms of all trials. The onset timelustpeak x velocity was defined as the latest time
point where the x velocity remained lower than 58the peak velocity (if velocity never got
below this threshold from 250 ms onwards, no onset found and the peak was ignored). To
detect cases in which there was evidence for sksecaessive movements (several velocity
peaks), we checked if there was, earlier to theadett movement onset, another significant
velocity peak, and reapplied the algorithm to detacs peak’s onset. This procedure was
applied recursively until no further velocity peaks detected. Visual inspection indicated that,
for the vast majority of the trials, the algorithmas in excellent agreement with our subjective
perception of the movement onset.

The algorithm failed to find the movement onset wliige peak velocity was too low to
reach significance, or when the above 5% critewas never met in the time window from 250
ms post onset until 100 ms before the finger redi¢the number line. Such failures amounted
to 19%, 18.3%, and 13.6% of the trials in the sileondition, number naming, and color
naming, respectively. The horizontal movement otiget of these trials was coded manually
whenever possible (the encoder was blind to tigeetarumber and saw only if it was smaller or
larger than 20). After manual encoding, onset mi@tiion was available for 97.9% of the trials.
In the Chapter 2 data, the algorithm failed to fthd onset of 11.4% of the trials, and after
manual encoding the onset information was availtd€9.2% of the trials.

Fig. 3.4a shows the mean horizontal movement otiseds per target number and
experimental condition. In the analyses of horiabmhovement onsets (detailed below), we
excluded trials with target number between 15 @ndr2which the target was close to the center
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of the screen and the horizontal movement was nmad! $or reliable onset detection. We also
excluded trials with endpoint outliers (as expldiire Section 2.2.5).

d Experiment 1 b Experiment 2 —SOA=0
. ; = Silent —SOA=100
09 — Number naming 0.8 —S0A=200
0.8 ! = Color naming 0.8+ —S0OA=300
= Chapter 2 Silent
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Fig. 3.4. The mean onset time of horizontal movements, averaged over all participants, as a function of
target number. (a) Onset time per condition in Experiment 3.1 and in Chapter 2. (b) Onset time per SOA
in Experiment 3.2 (t=0 is the target number onset time). Targets = 15-25 are plotted here but were
excluded from all analyses.

3.2.2.4.2.The factors affecting the horizontal movement onset

The differential encoding time model predicts tha onset times should be earlier for
smaller numbers (the small-number advantage effant) that color naming should enhance
the small-number advantage. To examine this assomphe onset times were submitted to
three-way repeated measures ANOVA with the sulgigthe random factor and with 3 within-
subject factors: the experimental condition, thrgataside (< 20, left; or > 20, right), and a
numeric factor given by the absolute distance betwhe target number and 20. Two separate
ANOVA's were run: one compared color naming witke teilent condition, and another

compared number naming with the silent condition.

3.2.2.4.2.1. Color naming versus the silent condition

A significant main effect of condition (F(1,17) 44.1,p < .001,np* = .87,nc% = .38)
reflected the dual-task interference: movement timseolor naming was delayed by 111 ms
relative to the silent condition.

A significant main effect of side (t(17) = 3.99,estailedp < .001,np* = .48,n6% = .11)
confirmed the small-number advantage: movementtavee earlier for small numbers than for
large numbers (mean delay = 49 ms), as predictéldebglifferential encoding time model. The
differential encoding time model also predicts thalor naming would facilitate the small-
number advantage, and this was indeed the cassmthk-number advantage in color naming
(62 ms) was larger than in the silent conditionf&9, and the Condition x Side interaction was

54



Chapter 3. On the origins of logarithmic numbeptsition mapping

significant (t(17) = 1.99, one-tailgu= .03,m,?> = .19,n¢? = .008). Thus, the predictions of the
differential encoding time model were fully confiech

A significant main effect of distance (F(1,17) =4 < .001np? = .851nc? = .15) showed
that movement onset was earlier as the target nubdoame closer to either end of the number
line — a pattern clearly observable in Fig. 3.4a.ahalyze the interactions with the distance
factor, we first examined their direction by cahbtirig the distance effect in the various
conditions. The movement onset time was submittetegression analysis with distance =
[target-20| as a single predictor — one regreg®@oparticipant, condition, and side. The distance
effect in color naming (average b[distance] = -918) was stronger than in the silent condition
(b[distance] = -7.24 ms). The three-way ANOVA shdwhbat this difference was significant
(Distance x Condition interaction: t(17) = 2.68eetailedp = .01,1n,? = .0.3,ne® = .0.01). The
distance effect was also marginally stronger fonbers < 20 (b[distance] = -9.49 ms) than for
numbers > 20 (b[distance] = -7.67 ms; Distance de Snteraction: t(17) = 1.43, one-tailed
p=.08ny°=.11nc*=.001). This Distance x Side interaction is pceatdle by both logarithmic
and scalar variability models, which attribute thistance effect to the target quantity: such
models predict a stronger distance effect whemahes between the quantities are larger, as is
the case for targets < 20 compared with targefs. ¥Re three-way Condition x Side x Distance
interaction was not significant (F(1,17) < 0.p% .98).

3.2.2.4.2.2. Number naming versus the silent condition

A significant main effect of condition (F(1,17) 2.43,p = .003,np> = .42,nc? = .02)
reflected a dual-task interference, although smdhtien in color naming: movement onset in
number naming was delayed by 18 ms relative taileat condition.

A significant small-number advantage was observétl (s, main effect of side:
t(17) = 3.14, one-tailep = .005,np> = .37,nc? = .10). The small-number advantage did not
differ significantly between number naming (45 nem)d the silent condition (36 ms;
Condition x Side interaction: F(1,17) = 0.8+ .48).

The main effect of distance was significant (F(},281.7,p < .001,ny? = .83,nc% = .13)
and this effect too did not interact with conditi@f(1,17) = 0.45p = .51). The direction of the
Distance x Side interaction was examined using#émee method we described above to analyze
the color naming condition. This analysis showeat ths predicted, the distance effect for
numbers < 20 (b[distance] = -9.0 ms) was margin&hger than the distance effect for
numbers > 20 (b[distance] = -7.24 ms, Distance de Sinteraction: t(17) = 1.64, one-tailed
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p = .06,np? = .14,nc? = .004). The three-way Condition x Side x Distaimteraction was not
significant (F(1,17) = 0.2& = .60).

3.2.2.4.3.Differential encoding times as the reason for the log effect

The differential encoding time model attributes tfansient log effect (Fig. 3.2) to earlier
horizontal movement onset times in small-targgettaries than in large-target trajectories. If
these differences in movement onset times wereredied, the model predicts that the transient
log effect would disappear. To eliminate onset tiditferences, we aligned each trial’s
trajectory data to its horizontal movement ongeteti The aligned trajectories (excluding trials
with no movement onset information) were submittedegression analysis similar to the one
described in the “Assessment of the dual repregentenodel” section above, with iEP as the
dependent variable and with four predictorsaflog’[No-aq, the unit digit U, and SRP. One
regression was run per condition, participant, post-horizontal-movement-onset time point
in 50ms intervals. Per predictor, condition, and timeénpathe participants' b values were
compared with zero using t-test. A significant figsicontribution of b[N-ag was found in all
conditions and in all time points (Fig. 3.5). bl was significant even at the time of horizontal
movement onset (t=0), and within 50 ms it reachedrsiderable effect in all conditions (over
participants, mean b > 0.38). This indicates thia¢mvthe finger horizontal movement started,
the participants already had a linear quantityasgntation of the 2-digit number. Crucially, the
log factor b[log’(N-40)] no longer showed any significant positive effectany experimental
condition, excluding a short time window (150-2568)rm the Chapter 2 data, in which there
was a minor log effect (b[log’(ho)] < 0.05; Fig. 3.5d). Thus, controlling for the movernhe
onset time eliminated the log effect, as predittgthe differential encoding time model.

The elimination of the log effect cannot be atttdulito the fact that the aligned regression
was run only on a subset of the trials (those foictv we could identify the movement onset):
when the same regression was run on the same saflisats without aligning trajectories by
their onset time, the log factor b[log'§i)] was significantly larger than zero in each of th
conditions during at least 250 ms, with peak b[lbg's0)] > 0.11 (average over participants).

These findings indicate that the transient logctffe this task, both in the silent single-task
condition and in the dual-task conditions, can bkyfexplained by differential horizontal
movement onsets per target.
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Fig. 3.5. Time course of the effects in Experiment 3.1 after alignment on horizontal movement onset
time. The figure shows the regression b values (dependent variable: iEP) per condition and time point
in Experiment 3.1 and, for comparison purposes, in Chapter 2, averaged over participants. The x axis
indicates the time after the initiation of horizontal movement.

3.2.3.Discussion of Experiment 3.1

The silent condition in Experiment 3.1 replicatée tesults of Chapter 2: the analysis of
trajectories showed a strong linear effect andaasient logarithmic effect. The color naming
condition confirmed the prediction that dual-tagkimakes the number-to-position mapping
more logarithmic: the regression analysis showddaeased (or delayed) linear factor and an
enhanced log factor. This is similar to the resphsviously found when the quantities were
presented non-symbolically (Anobile et al., 2012).

The log-linear dissociation was initially taken (Mapter 2) as direct evidence for separate
log and linear quantity representations, with ihedr representation being more sensitive to
interference from the dual task — presumably dwmtopetition of resources between the color
naming task and linear quantity encoding mechanistasvever, the analysis of movement
onsets suggests a simpler explanation: the dectsigtart moving the finger is earlier for
smaller target numbers, thus the trajectories fammore quickly for smaller number than for
larger numbers, and this induces a transient lerein the regressions. The dual task (color
naming) further enhances this differential delaynovement onset as a function of target size,
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and consequently increases the log effect. Thesditfierential movement time model fully
accounts not only for the dissociation betweensitemt and color naming conditions, but also
for the log effect in each of the conditions. Indieehen the horizontal movement onset time
was controlled for (by aligning each trial to itsomement onset time), the log effect was
eliminated, and with it the difference between¢baditions.

Our findings are consistent with the idea thatlygarthe trial, before the participants obtain
evidence from the target, they move their fingeaéoordance to prior knowledge. In our task,
participants are asked to initially point towarte midpoint of the line, which happens to be
the optimal prior given the flat distribution of¢et numbers. Furthermore, their pointing is also
influenced in part by the distribution of previoiasgets: when the previous targets are large,
the finger is slightly displaced towards the riglite, and vice-versa. This effect is essentially a
replication of Cicchini et al.’s (2014) finding @f prior-trial effect, although in our case the
effect (1) showed an exponentially decreasing erfte of several recent targets, and
(2) influenced only the initial part of the nexttis finger trajectory, not the final endpoint.

The aligned-by-movement-onset analysis also shothatl the unit and decade digits
affected finger movement in an almost accurate 1ati® throughout the trial, indicating that
the decade and unit quantities were assigned \eawyrate relative weights. This finding is
interesting because it suggests parallel rathergbguential processing of the two digits: if one
of the digits was processed before the other,fiextieon movement should have been larger
than implied by the 1:10 ratio. The absence of sleshation from the 1:10 ratio suggests either
that the decade and unit quantities were processepdrallel, or that the decision to initiate
finger movement was delayed until a complete twgit@juantity was constructed.

Last, the analysis of movement onsets revealedamgstdistance effect that was not
predicted by any of the models: the movement owastmuch earlier for targets close to the
ends of the number line and delayed for targets teamiddle (Fig. 3.4). The origins of this
effect are discussed in Experiment 3.5.

Methodologically, these results indicate that daten the number-to-position paradigm
should be analyzed with caution. Regression anslgkstimulus-aligned finger trajectories, as
performed in Chapter 2, show log and linear pasteah different times, yet this does not
necessarily reflect directly the underlying intdrrepresentations. Rather, movement-aligned
analysis suggests that this pattern may refledifferential durations of a pre-movement stage
of intention buildup.
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An alternative interpretation of the small-numbdwantage is in terms of a motor rather
than a numeric effect. According to this interptieta, the faster deviation to small numbers
would not result from their magnitude but from thieication on the left side on the number
line. Purely motoric reasons, including for instarice types of muscle activity required to push
the finger left or right, may make leftward moversefaster than rightward movements. We
refuted this hypothesis, however, with two contesiperiments, which are reported fully
in Appendix A. In one experiment, the silent corafitof Experiment 3.1 was replicated with a
group of left-handed participants. The task regLihese participants for the cognitive operation
as in Experiment 3.1, but for a reversed muscleatjp®. The motor hypothesis therefore
predicts that the left-handed participants wouldiate more quickly towards the right side
(large numbers), i.e., a large-number advantageveier, the findings were exactly the
opposite: the left-handed participants showed allsnanber advantage just like the right-
handed group. In a second control experiment, apgod right-handed participants pointed to
the same 41 locations as in the number-to-positask, but the target location was now
indicated explicitly and non-numerically by an avrplaced at the target location. Thus, the set
of required responses in this task was as in Exyeri 3.1, but the decision process did not
involve numbers. The findings showed that the pigdints in fact deviated slightly faster to the
right than to the left, i.e. the opposite of thasive observed in the numerical experiments.
Taken together, these control experiments cleafiyte the motor hypothesis and support our
interpretation of the small-number advantage asraemical effect.

3.3. Experiment 3.2: Manipulating the Color-Number SOA

Experiment 3.2 was designed to replicate the dask-tinterference effect observed in
Experiment 3.1 within the better-controlled settofga psychological refractory period design
(Pashler, 1984, 1994). In Experiment 3.1, the tlv@wlitions were very different from each
other: one condition was a single task, and thedther conditions were dual-tasks involving
naming of words from different categories (numbkand colors), which could trigger different
cognitive processes (Bachoud-Lévi & Dupoux, 2003yrrBann, Seyboth, Umarovaa, &
Weillera, in press; Cohen, Verstichel, & Dehae®® 7t Dotan & Friedmann, 2015; Marangolo,
Nasti, & Zorzi, 2004; Marangolo, Piras, & Fias, B)(Experiment 3.2 therefore used the classic
PRP manipulation of SOA between two fixed taskdy@®@me color naming task was used, but
the SOA between the onset of the color and theetangmber was manipulated. We assumed
that decreasing the SOA would increase the tempmwatlap between the central decision
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stages of the two tasks, thus imposing a decisittteldeck (Sigman & Dehaene, 2005). Thus,
the effect of shortening the SOA would be similaratiding the dual-task in the first place.
Consequently, we predicted an increased log eftecthorter SOAs, which according to the
differential encoding time model should be entiregducible to a differential delay of

movement onset for different numerical targets.

3.3.1.Method

Twenty right-handed adults (age 26;2 + 4;0) withraported cognitive deficits or color
blindness were compensated for participation. Timaither tongue was Hebrew.

One experimental block was a replication of the@cabming condition in Experiment 3.1.
In 3 other blocks the color stripes still appeandten the finger started moving, but the onset
of the target number was delayed by 100 ms, 20@n&)0 ms. Each participant performed all
blocks and was randomly assigned to one of fouckbfmresentation orders (0-100-200-300,
100-0-300-200, 300-200-100-0, or 200-300-0-100)chEaumber between 0 and 40 was
presented twice per block (82 trials). The partais also performed silent number-to-position
mapping (identical with the silent condition in Expnent 3.1) as a fifth block, which was
administered last and presented each number 4 (forés participants) or 6 times (for the other
participants).

The horizontal movement onset time was calculatdiqal using the method described
above (Section 3.2.2.4.1), excluding trials wittg& numbers 15-25. The automatic algorithm
succeeded finding the onset of 90.8% of the t(B#9%, 89.9%, 91.6%, and 92.6% per SOA
condition) and 84.5% of the trials in the silenntol condition. For the remaining trials,
horizontal movement onset was encoded manuallgr, afttich 98.7% of the trials (and 98.6%
of the control trials) had movement onset informatiThe other trials were excluded from the
onset-related analyses. The onset analyses destdbew were also run while excluding the
trials with manual onset encoding, and the resudie essentially the same.

3.3.2.Results

3.3.2.1. Comparison of the conditions using trial-level measures

Table 3.3 shows the basic performance measurbsiatperiment. Each of these measures
was compared across the four SOA conditions usipgated measures ANOVA with the per-
subject mean as the dependent variable. There meeggnificant differences between the
SOA'’s in endpoint bias (F(3,57) = 1.67= .18) and endpoint error (F(3,57) = 1.665 .19),
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but there were differences in movement time (F(8%3.65,p = .02,np? = .16,1? = .03) and
failed trial rate (F(3,57) = 3.9% = .01,ny* = .17,12 = .06). The results were essentially the
same when the ANOVA was run with the SOA as a nimiactor.

Table 3.3. General performance measures in Experiment 3.2.

Measure Silent 0 ms 100 ms 200 ms 300 ms
Failed trials (%) 26120 19.6+10.2 21.4+10.7 16.5+108 1441123
Movement time (ms) @ 1180+162 1414+152 1410+143 1428+129 1476155
Endpoint bias (0-40 scale) -.66 +.46 -.67+.72 -.57 .56 -.61+.67 -78+.92
Endpoint error (0-40 scale) 1.7+ .43 249+1.1 2.41+.82 2.27 +.98 2.43+1.16
Speech onset time (ms) ? - 878 + 106 871 +140 811 +138 802 +153

Horizontal movement

onset time (ms) ® 496 + 42 597 + 86 525+ 83 467 +75 420+ 75

Note. Standard deviations refer to between-subject variance of the per-subject means.
2 The movement time and the speech onset time are indicated with respect to the color onset time.
® The horizontal movement onset time is indicated with respect to the number onset time.

We continued with a classical PRP analysis, whatsists in examining how the reaction
times in the two tasks were affected by the SOAimadation. The two RT measures are the
speech onset time for the naming task and the mertanset time for the pointing task.

The speech onset times of color naming were saaifly different between the SOA
conditions (one-way repeated measures ANOVA, F}3;510.9,p < .001,n,? = .36,n° = .06).
They were longer in SOA=100 than in SOA=200 (paitd®) = 4.0, one-tailegh < .001,
Cohen'sd = 0.10), but were similar between SOA’s 0-100 2060-300 (paired t(19) < 0.54,
one-tailedp > .6).

The horizontal movement onset time too was sigaifity different between the SOA
conditions (one-way repeated measures ANOVA, F{3;571.93p < .001 % = .83,n> = .42;
for all pairs of adjacent SOAs, paired t(93.0,p < .001, Cohen's d > 1.1). Table 3.3 shows
that each increase of the SOA by 100 ms decrehedtbtizontal movement onset time by ~50-
70 ms. Note, however, that this added delay isifsigntly smaller than the 100-ms spacing of
the SOA conditions (when comparing onset times affding 100 ms to the earlier SOA, paired
t(19) > 2.56p < .02, Cohen's d > 0.57 for all adjacent SOAsmany PRP experiments, a 1:1
relation between SOA shortening and secondarydatky is obtained (Pashler, 1984, 1994;
Sigman & Dehaene, 2005). The fact that it was btdioed here suggests that interference was
not complete and that there was partial resouraergh (Tombu & Jolicoeur, 2002) or inter-
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trial variability in the prioritizing of the two &ks, as also confirmed by the above finding that
color naming too was significantly delayed by shoimg the SOAs.

3.3.2.2. Regression analysis of the trajectories

The trajectory data was submitted to regressiotysisawith iEP as the dependent variable
and with the predictors introduced in Experimerit 3o.40, 109'(No-40), the unit digit U, the
spatial-reference-points-based bias function SRB,the target number of the previous trial
N-1. One regression was run per SOA (and for tleatscondition), participant, and time point,
in 50 ms intervals. The per-subject regressionlbegof each SOA, time point, and predictor
were compared versus zero using t-test. The patfefiactors we observed in Experiment 3.1
was replicated for all four SOA’s (Fig. 3.6a-d):ntioant linear factor, transient logarithmic
factor, SRP contribution in the late trajectorytpaand an effect of the previous trial in early
trajectory parts.

We then examined the effect of SOA on the lineatdia(Fig. 3.6e). The per-subject
b[No-4q values were first compared using a repeated mesaANOVA with a factor of SOA
(one ANOVA per time point, starting from 150 ms).sAgnificant difference between SOA’s
was found from 550 ms to 900 ms (F(3,57) > 4p@8, .01, .19 <% < .34, .03 < < .11).

A comparison of b[Na4¢ between each pair of adjacent SOA’s using paitedt showed that
for SOA’s from 0 to 200 ms, the difference washe predicted direction, i.e., decreasing the
SOA resulted in a reduced linear factor: we foursigmificant difference b[Nag/soa=100>
b[No-4q/soa=0from 700 ms to 900 ms (t(19) > 1.89, one-taped.04, 0.42 < Cohentk< 0.56),
and b[N-aq)/soa=200> b[No-aq]/soa=100from 550 ms to 750 ms (t(19) > 1.82, one-tajted .05,
0.41 < Cohen's d < 0.74). There was no significéiifierence between SOA’s 200 ms and 300
ms at any time point (t(19) < 0.84, one-taifed .21); in fact, as Fig. 3.6e clearly shows, the
linear factor was almost identical for these twoAS@lues. Thus, as predicted, decreasing the
SOA (and thereby extending the time overlap betwikentwo tasks) caused an increasing
interference with the linear factor of the numhbepbsition task, which can be interpreted as a
delayed onset of this factor. The shape of thisagffwith an absence of a difference between
the longer SOAs (200 and 300 ms), is classicahePRP effect (Pashler, 1984, 1994; Sigman
& Dehaene, 2005). It suggests that the central editign between the two tasks lasted no more
than 200 ms, and therefore reached a floor leveb@A of 200 ms and beyond.

The effect of SOA on the log factor was examinedaigimilar manner (Fig. 3.6f). No
significant SOA effect on b[log’(Nao)] was found in any time point: a per-time-poinpeated
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measures ANOVA, starting from 150 ms, with SOA agithin-subject factor and the subject
as the random factor, showed no significant difieee(F(3,57) < 2.1% > .10). Thus, whereas
in Experiment 3.1 we observed significant effeatsbmth the log and linear factors but in

opposite directions, in Experiment 3.2 shortening SOA reduced the linear factor while

keeping the log factor almost unchanged.
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Fig. 3.6. Time course of the effects in Experiment 3.2. Note that the different experimental conditions
are horizontally aligned to the target number onset, not the color onset. (a-d) Regression factors per
SOA. (e) The linear factor b[No.s0] per SOA. Grey areas show a time window of 200 ms during which
b[No.4o]/50A:100 < b[No.4o]/50A:200. A similar difference b[No_4o]/50A:0 < b[No.4o]/50A:1oo was found in a S|Ight|y
later time point, 700 ms to 900 ms. (f) The log factor b[log’(No-40)] showed no significant differences

among SOA’s.
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The interaction between the log and linear factas wvaluated using two-way repeated
measures ANOVA with the regression b values asdépendent variable, between-subject
factors of regression predictor (log, linear) ai@AS and the subject as the random factor. One
ANOVA was run per time point, starting from 150 mssignificant interaction was found from
600 ms to 850 ms (F(3,57) > 3.165 .03, excepp = .06 in time point 650 ms; .12 < .16,

.02 <n? < .06), confirming that the SOA manipulation affst the linear and log factor

differently.

d Previous target, alignment by number onset b Previous target, alignment by color onset
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Fig. 3.7. The prior-target factor b[N-1] in Experiment 3.2, with the SOA conditions aligned by the
number onset (a) or by the color onset (b). The prior effect is initially independent of the number onset
time, but its decay is linked to the number onset.

We assumed that the effect of prior from the presiwial would initially be independent of
the new number presented, and consequently indepenfl SOA. Indeed, when aligning the
SOA conditions to the beginning of the trial, i#®.the color onset rather than to the number
onset (Fig. 3.7b), no significant differences ifNH[] were found between SOA’s until 550 ms
(repeated measures ANOVA per time point, with b[Nx4 the dependent variable, SOA as a
within-subject factor, and the subject as the raméctor: F(3,57) < 1.63 > .19). In later time
points, from 600 ms to 900 ms (the downhill parthed b[N-1] curve), a significant difference
was found between the SOA conditions (from 600 m19G0 ms, F(3,57) > 3.1% < .03,
14 <n? < .42, .06 <2 < .18; between 650 ms and 850 ms, F(3,57) > ».51002). This late
between-SOA difference almost disappeared whewdhditions were aligned to the number
onset rather than to the color onset (Fig. 3.@anf00 ms to 1000 ms, F(3,57) > 2.44; .07,
except two time points, 650-700 ms, in whigkr .05). Thus, the initial effect of b[N-1] was
triggered by the color onset, whereas its decaylinksd to the number onset. These findings
suggest that finger movement is initially affectadthe prior from previous trial/s, and this
effect decays as the prior is overridden by the nember presented.
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3.3.2.3. Differential encoding times as the reason for the log effect

The differential encoding time model assumes that Ibg effect occurs because the
horizontal movement onset time is different forfeliént target numbers. Once these onset
differences are eliminated by aligning trajectoriestheir movement onset, the regression
analysis should show no logarithmic effect. To exanthis prediction, the trajectory data was
submitted to regression analysis after alignindhégjectory to the trial’s horizontal movement
onset time. The dependent variable was iEP angréictors were Bao, 109’(No-20), the unit
digit U, and SRP. One regression was run per Sdétigpant, and time point in 5@s
intervals. Per predictor, SOA, and time point,pheticipants' b values were compared with zero
using t-test (Fig. 3.8). The linear factor b4 in these regressions showed a virtually identical
pattern for all SOA’s (Fig. 3.8a). A per-time ponepeated measures ANOVA, with SOA as a
single within-subject factor and the subject asaadom factor, showed no difference in
b[No-4q] between SOA's at any time point from 50 ms (F{352.21p > .09), and only a minor
difference at t = 0 (F(3,57) = 3.3,= .02,n,?> = .16,n2 = .12; the b values per SOA at t=0 were
0.04, 0, -0.02 and -0.02). The log factor too shbwe significant difference between SOA
conditions (a per-time point repeated measures ANOMth SOA as a single within-subject
factor and the subject as a random factor, F(3;8731,p > .28). In fact, the log factor showed
no significant positive contribution in any of theonditions (Fig. 3.8b). Thus, as in
Experiment 3.1, the differences in horizontal moeatonset times fully accounted for the log
effect as well as for the differences between the SOA conditions, including the log-linear

dissociation.
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Fig. 3.8. Time course of the effects in Experiment 3.2 after alignment on horizontal movement onset
time. Here, b[No.10] and b[log’(No-a0)] no longer show any difference between the conditions.
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3.3.2.4. Factors affecting horizontal movement onset

We next examined how the target number and SOA e horizontal movement onset
times (Fig. 3.4b). Similarly to Experiment 3.1, thieset times, specified as the time since the
target number appeared on screen, were analyzed tepeated measures ANOVA with the
subject as the random factor and with 3 within-sabjfactors: the target side (< 20, left;
or > 20, right) and two numeric factors — the SOW #he absolute distance between the target
number and 20. To minimize noise, as well as tolvesthe problem of missing data in 13
participant-SOA-target combinations, the distaramdr grouped each set of 3 adjacent target
numbers, resulting in 5 levels of this factor: @81, 12-14, 15-17, and 18-20.

A main effect of SOA (F(1,19) = 80.58,< .001,ny? = .81,nc” = .24) mirrored the SOA
effect that was earlier observed in the trial-leRBIP analysis: decreasing the SOA created some
delay in the movement onset, indicating that thal dask interference was not complete and
that there was partial resource sharing with theing task.

A main effect of side (F(1,19) = 17.15< .001,n,? = .50,n6? = .14) reaffirmed the small-
number advantage: as predicted by the differestmloding time model, onset times were
earlier for small target numbers (< 15) than fogéatarget numbers (> 25). We then examined
whether the small-number advantage interacted 8@A. The small-number advantage was
calculated per SOA as the delta between mean mouemmsets on the left and right sides. The
differential encoding time model predicts an insieg small-number advantage for smaller
SOAs (i.e., for larger overlap between the two saskhdeed, averaged over participants, the
small-number advantage was 79 ms, 85 ms, 65 msb4mds for SOA = 0, 100, 200, 300
respectively, and the three-way ANOVA showed thi difference between SOA conditions
was significant (Side x SOA interaction: t(19) 74,. one-taileg = .05,np? = .16,n* = .004).

A significant main effect of distance-from-20 (F(Q) = 22.86,p < .001,n,?> = .58,
ne? = .06) showed that movement onset was delayehfget numbers closer to the middle of
the number line. To examine whether this distaffeeewas sensitive to the SOA manipulation,
we calculated the distance effect per participawt 8OA as the slope of the onset-per-target
function. This was done using regression analysib the movement onset time as the
dependent variables and with two predictors: tihgetanumber side (-1 or 1) and its absolute
distance from 20. The resulting b[distance] frons tlegression reflects the distance effect; its
values for SOA’s 0, 100, 200, and 300 were -10.1-606 ms, -5.4 ms, and -4.1 ms, respectively
(average over participants), namely, decreasindSthA continuously increased the distance
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effect. The three-way ANOVA showed that this effe€tSOA on the distance effect was
significant (Distance x SOA interaction: F(1,1916.48,p < .001,ns? = .48,nc = .01).

There was no significant Distance x Side interac(ie(1,19) = 0.51p = .48) and no three-
way interaction (SOA x Side x Distance, F(1,19).£)p = .73).

3.3.3.Discussion of Experiment 3.2

Experiment 3.2 used the color naming dual taskraadipulated the color-number SOA.
The analysis of trajectories replicated the dissomn between the log and linear factors that
was observed in Experiment 3.1: decreasing the 8€xfeased (or delayed) the linear factor in
the participants’ mapping to positions (implied paihts), while leaving the log factor almost
unchanged. In this respect, the effect of shortethe color-number SOA, a manipulation that
presumably makes the experiment harder, was sitoildre effect of adding the distracter task
in the first place.

The dual representation model can explain thesknijs as a selective interference of the
color naming task with the exact-linear quantitgresentation, but not with the approximate
representation. However, again the differentiabeinmg time model offers a simpler account of
the findings. Inter-trial differences in the honital movement onset times can fully account for
the log effect: when the onset times were contiddite (by aligning each trajectory to the trial’s
movement onset time), the log effect in the regoesanalyses completely disappeared, and so
did the inter-SOA differences in the linear factor.

Experiment 3.2 also reaffirmed the main assumptioinghe differential encoding time
model, namely, that horizontal movement onset vealkee for smaller numbers, and that this
small-number advantage was increased when incgedisenlevel of interference from color
naming (by shortening the color-number SOA).

The use of a PRP design allowed exploring the raitithe interference between the color
naming and number-to-position tasks. Several obsiens in the pattern of delays were
compatible with a partial PRP effect. Firbpth tasks were delayed by the interference; in
particular, the RT of the color naming task wasauaristant (as should have been the case if this
task was systematically prioritized over the nuntbsk), but became slower at shorter SOAs.
Second, while the onset of responses to the nutaB&rwas also delayed at short SOA, the
amount of this delay was not compatible with aRRP effect. The number task was not delayed
by a full 200 ms whenever the SOA decreased byattmsunt, but rather, by about 50%-70%
of that value. Third, the size of the target numindiuenced the horizontal movement onset
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time of task 2, but crucially this effect was ndtldgive with SOA (as predicted by a rigid delay
of task 2 due to a full PRP effect; Pashler et1#84, 1994) but was enhanced at short SOAs.
All these findings indicate that color naming wast fully prioritized over finger pointing,
which is perhaps not surprising given that partiois were required to start moving the finger
in order to make the target appear, and were thieeflready “launched” in the number-to-
position task.

The above observations are compatible with eithgaraal resource sharing model (Tombu
& Jolicoeur, 2002), according to which both dearsi@re computed in parallel and are jointly
slowed by dual-task interference, or by a rigidageinodel (Pashler, 1984, 1994; Sigman &
Dehaene, 2005) with random prioritization of orgktar the other (Sigman & Dehaene, 2006).
The latter interpretation predicts that our triate a mixture of two trials types, depending on
whether the central decision does color first amchiper second, or vice-versa. However, given
the variability in task performance, this bimodstdbution model cannot be distinguished from
the single distribution predicted by partial resmusharing.

3.4. Experiment 3.3: 0-100 Number Line

Experiments 3.1 and 3.2 supported the differeptigbding time model: small numbers are
encoded faster than large numbers, thereby indutiagransient log effect in the implied
endpoints. The model stipulates that the reasothidsmall-number advantage is that quantity
encoding is noisier for large quantities than foell quantities (differential variability), and the
greater noise causes slower processing. Howeveajtamative account is that single-digit
numbers are processed faster than two-digit numberse., what we observed in
Experiments 3.1 and 3.2 was not a small-numberrddga but a single-digit advantage.

In the setting of Experiments 3.1 and 3.2, the tmaxlels are hard to tease apart, because
over the range of target numbers that were analiggedovement onset (0-14 and 26-40) most
of the small numbers were single digits. To disstecbetween the small-number advantage
model and the single-digit advantage model, Expemin3.3 used a longer number line (0-100)
which allows excluding from the analysis the sirgigit numbers and consequently the
possibility for a confounding factor.

3.4.1.Method
Seventeen right-handed adults (aged 26;10 * 5;@) ma reported cognitive deficits were
compensated for participation. Their mother tonguas Hebrew. The experiment was
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performed like the silent condition in Experimerit,3xcept that the number line extended from
0 to 100 (rather than from 0 to 40). Each numbérvéen 0 and 100 was presented 4 times, i.e.,
404 non-failed trials per participant. The horizdntnovement onset time was encoded as
described in Section 3.2.2.4.1, while excludingl$riwith target numbers 39-61. Automatic
onset encoding succeeded for 82.8% of the triats n@anual encoding increased this to 97.8%.
The analyses of onset times (described below) \atse performed without the manually
encoded trials and the results were essentiallgahee.

3.4.2.Results

The rate of failed trials in this experiment wa8%.+ 2.3%. The mean movement time was
1191 + 204 ms, the endpoint bias was -0.25 + 1urBarical units, the endpoint error was
4.69 £ 1.87 numerical units, and the horizontal ement onset time was 444 + 113 ms (all
standard deviations refer to the between-subjecivee of the per-subject means). The median
trajectories are presented in Fig. 3.9a.

The trajectory data was submitted to regressiotysisawith iEP as the dependent variable
and with five predictors: Hioo 109'(No-100), the unit digit U, the spatial-reference-poineséd
bias function SRP, and the target number of theipus trial N-1. One regression was run per
participant and time point in 50 ms intervals. Ter-subject regression b values of each
predictor and time point were compared with zeiagistest. The results (Fig. 3.9b) replicated
the previous experiments: dominant linear factangient logarithmic factor, SRP contribution
in the late trajectory parts, and an effect ofghevious trial in early trajectory parts. When the
regressions were re-run after aligning each trajgdb the trial’'s horizontal movement time,
the log factor disappeared (Fig. 3.9c), as predibiethe differential encoding time model.

The small-number advantage was found in this expnt too, even when we analyzed only
the two-digit numbers (Fig. 3.9d): the horizontalvement onset of targets in the range 10-38
was shorter than that of targets in the range 6By9P2 + 54 ms (the standard deviation refers
to the between-subject variance of the per-subjeeans). To examine this difference
statistically, the onset times were submitted fieeded measures ANOVA with within-subject
factors of side (smaller or larger than 50) andatise from middle (|target-50|) and the subject
as the random factor. Distance was a numeric factdiit grouped each set of 3 adjacent targets
so the factor had 9 levels (12-14 to 36-38). A giggnt main effect of Side (t(16) = 1.84, one-
tailedp = .04,np? = .17,nc? = .04) confirmed the small-number advantage within-digit
numbers, and thus refuted the “single-digit advgeitdypothesis. The Distance effect was also
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significant (F(1,16) = 68.1p < .001,np? = .81,nc? = .18), with later onset times close to the
middle of the number line, and there was no SidBistance interaction (F(1,16) = 1.84,

p = .19). Similar results were obtained when sirttiggts were included in the analysis: targets
0-39 had shorter movement onsets than 61-100 byS3ms. The Side x Distance ANOVA
showed significant main effects of Side (t(16) 871.one-tailech = .04,m,?> = .18,nc% = .05)
and Distance (F(1,16) = 69{2< .001 % = .81 ne? = .21), with no interaction (F(1,16) = 0.91,

p = .35).
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Fig. 3.9. Results of Experiment 3.3 (0-100 number line). (a) Median trajectories, created by re-sampling
each trajectory into equally-spaced time points, finding the per subject+target median coordinates in
each time point, and averaging these medians per target number. (b-c) Regression b values (dependent
variable: iEP), averaged over participants. In (b), the trials were aligned to the trial start time and a
significant transient log effect appeared. In (c), the trials were aligned to the horizontal movement
onset time. This eliminated the log effect, as predicted by the differential onset time model. (d) Mean
horizontal movement onset time per target. The black line is the average over trials and participants.
The red line is the same data after Gaussian smoothing with o = 3. Crucially, a significant small-number
advantage was found not only over all targets but also within two-digit numbers, contrary to the notion
that it originated only in processing speed differences between single-digit and two-digit numbers.
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To characterize the distance effect, the horizomavement onset times were regressed
with three predictors: the target side (left =rAght = 1), its distance from the middle of the
line, and log(distance), linearly transformed tob@- The side effect was significant
(b =-27.78 ms, t(6161) = 6.59, one-tailea .001). The log(distance) effect was significant
(b =-5.28 ms, t(6161) = 9.39, one-taile& .001) and much stronger than the linear distance
effect (b = -0.68 ms, t(6161) = 1.75, one-taifed .04), in accord with number comparison
studies (Cantlon & Brannon, 2006; Dehaene, 198%aBee et al., 1990).

3.4.3.Discussion of Experiment 3.3

Experiment 3.3 showed a small-number advantagkereanset of horizontal movement for
smaller targets than for large targets, even witiwo-digit numbers. Thus, the small-number
advantage cannot be discarded as faster procesfssinggle digits; it is a genuine phenomenon
in processing of two-digit numbers.

Experiment 3.3 also replicated the other majorifigd of our previous experiments: the
regressions showed a strong linear factor, a eahsog factor (which was eliminated when
aligning trajectories by the movement onset tinag)y a spatial-reference-points effect in the
late trajectory parts. The replication of thesdlifirgs using a 0-100 number line confirms that
they do not reflect strategies specific for theQOrdnge (e.g., trying to memorize the positions
of decade boundaries — a strategy overtly usec¥bgral participants in the 0-40 experiments,
but not in the 0-100 experiment).

Interestingly, whereas our previous experimentsvglaathat the decade digit was processed
parallel to the unit digit (Experiments 3.1 and)3d& slightly after it (Chapter 2), in
Experiment 3.3 the regressions showed a strongtedfehe unit digit. Although absent from
the aligned-by-onset regressions, this effect sstggdecomposed processing of the unit
guantity. The exact nature of this decomposed ggicg cannot be unambiguously determined
by the present experiment, and will be further uésed in Chapter 4. For a discussion of
possible interpretations of the unit digit effeste Section 2.4.4.

3.5. Non-Transient Logarithmic Effects

The differential encoding time model attributes tlogarithmic mapping to delayed
horizontal movement onset in trials with large &rgumbers. Presumably, the effect of this
delay will not last forever: eventually, even thege-target trajectories catch up with the small-
target trajectories, and the differences in hoti@abmovement onset become irrelevant as other
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factors start governing the finger movement. Thhs, differential encoding time model can
account only for a transient logarithmic effect,evhdisappears in late trajectory parts. Indeed,
this was the pattern observed in Experiments 32,@hd 3.3. Several other studies, however,
reported non-transient logarithmic effects, whicrevobserved even in the endpoints — in
children (Berteletti et al., 2010; Booth & Siegl2006; Opfer & Siegler, 2007; Siegler & Booth,
2004) and in a brain-injured adult (described irafikr 9).

We hypothesized that the differential encoding timael will not be able to explain such
non-transient logarithmic effects. To test thisdacgon, Experiment 3.4 examined the number-
to-position mapping of#grade children. We also re-analyzed the numbg@o&ition mapping
data of ZN (described in detail in Chapter 9), aimvinjured adult who showed a logarithmic
effect in the trajectory endpoints. We examined taethe log effect in these cases would be
observed even when the trajectories are alignégtidoynovement onset time.

3.5.1.Experiment 3.4: Fourth Grade Children

3.5.1.1. Method

Forty-three Hebrew-speakind'4yrade children (aged 9;9 + 0;4), recruited fromsiragle
elementary school in Tel Aviv, participated voluiliain this experiment, with written
informed consent of their parents. They perfornfedidilent number-to-position mapping task
described in Experiment 3.1. Each number betwesmmd040 was presented 4 times.

Visual inspection of the results suggested thatlthigren’s trajectory data was noisier than
the adults’. We therefore calculated several petigggant quality measures and excluded
participants with especially noisy data. Two measuwvere based on the finger’s initial direction
0o. This direction is presumably independent of drget number, and may reflect a bias, noise,
or over-relying on prior trials, all of which coupibtentially disrupt the trajectory analysis. The
value offp was calculated per trial using regression analygls x coordinate as the dependent
variable and y coordinate as the predictor, ovamaé points (in 10 ms intervals) from O to 160
ms, or from 0 to 100 ms if the first regression was-significant. We excluded one participant
whosec(0o) was an outlier (higher than the participants” fiercentile by at least 150% the
inter-quartile range), and 4 participants whosemtigavas an outlier to the left or to the right
(mean(o) higher than the participants’ 7ercentile or lower than their 2ercentile by at
least 150% the inter-quartile range). We also aeiu3 participants who had low correlation
(r < .6) between the endpoints and the target nunth@rthe remaining 35 children (aged
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9;8 £ 0;4), the horizontal movement onset

time wasoded per trial as described above

(Section 3.2.2.4.1), excluding target numbers 1572 encoding succeeded for 63.9% of the

trials automatically and for 87.3% of the trialse@afmanual encoding.

3.5.1.2. Results.
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Fig. 3.10. Median trajectories and the regression b values in Experiments 3.4 (4™ grade children) and
the data of the brain-injured aphasic patient ZN. (a,d) The median trajectories. (b,e) Regression b
values, with the trajectories aligned by the target onset. (c,f) The b values of the regression after

aligning each trial to its horizontal movement onset

time. A significant log effect was found both in

Experiment 3.4 and in ZN's data. This log effect cannot result from different movement onset times per
trial, because the alignment by onset controlled for this factor.
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The median trajectories are presented in Fig. 3.IBa trajectory data was submitted to
regression analysis with the iEP as the dependangble and with 5 predictors: oMb,
log’(No-40), the unit digit U, SRP, and the previous target.N\Dne regression was run per time
point, in 50 ms intervals. These regressions (Fig0b) showed a strong log effect that lasted
until the end of the trial and was observed eveherendpoints (see the endpoints in Fig. 3.10a).

The trajectory data was then submitted to a simégression in which each trajectory was
aligned to the trial's horizontal movement onsetej and the N-1 predictor was removed
(Fig. 3.10c). This alignment eliminated the logtfacfrom the initial trajectory parts, but a
significant log factor was still observed in theel&rajectory parts (from 200 ms post movement
onset time) and in the endpoints — a finding teatat predicted by the differential encoding
time model.

3.5.2.Reanalysis of Patient ZN’s Data

ZN was a 73 years old man who was recovering frostrake. He was diagnosed with
aphasia, severe apraxia of speech, impaired compsedn, dyslexia, dysgraphia,
agrammatism, and a selective deficit in convertimglti-digit numbers to their verbal
representation (but not to quantity). In Chapteeescribe in detail his performance in several
number processing tasks, including the iPad-bagetbar-to-position task, which he performed
like the silent condition in Experiment 3.1, withol number between 0 and 40 being presented
4 times. To re-analyze ZN'’s data, we encoded thzdtal movement onset time of each trial
using the method described above (Section 3.2)2.dxtluding target numbers 15-25. This
encoding succeeded for 63.3% of the trials autaralyiand for 95.8% of the trials after manual
encoding.

ZN'’s trajectories are presented in Fig. 3.10d. Tiveye submitted to regression analysis
with iEP as the dependent variable and with 5 gteds: N-a0, 10g’(No-40), the unit digit U,
SRP, and the previous target N-1. One regressi@arwaper time point, in 50 ms intervals.
This regression (Fig. 3.10e) showed a strong légrethat lasted to the end of the trial and was
observed even in the endpoints.

The trajectory data was then submitted to a simégression in which each trajectory was
aligned to the trial's movement onset time, andNRkE predictor was removed (Fig. 3.10f). In
line with the differential encoding time model, tlog factor was eliminated from the initial
trajectory parts. However, contrary to the predictof the differential encoding time model,
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a clear log effect was observed in the late trapgcpart of the aligned-by-onset regressions
(from 600 ms post movement onset time).

3.5.3.Discussion of Experiment 3.4 and Patient ZN's Data

The main finding from the data of th& grade children (Experiment 3.4) and of patient ZN
was a non-transient log effect, which was obsemeédlte trajectory parts and in the endpoints.
This log effect was not eliminated even when wgredd each trajectory to the trial’s horizontal
movement onset time. Thus, the log effect cannagxXained by pre-movement differential
processing durations, as suggested by the diffatearicoding time model. We also found no
evidence that the log effect in Experiment 3.4 dobk explained by quantity-dependent
weighting of prior trials. In this respect, our uéts were different from Cicchini et al. (2014):
although both studies found logarithmic effecthia €ndpoints, we did not replicate their finding
of larger prior weight for large-target trials. $tdifference could be related to the fact that we
used symbolic targets, while they used a non-syim@play (sets of dots).

How should we explain, then, the log effect in flegformance of ZN and of thé"4rade
children? We think that two classes of explanatioesiain tenable. The first class of
explanations reverts to the notion of dual quamépresentation — linear-exact and approximate.
The late log effect would result from amplified apgmate representation and decreased exact-
linear representation (thearly log effect may result either from amplified approate
representation or from differential encoding timeR)e difference between the performance
patterns of children and adults in the number-tsHpan task would then indicate a conceptual
log-to-linear shift, as suggested in previous ssidDehaene et al., 2008; Opfer & Siegler,
2007). Does this log-to-linear shift truly resulbrin achangein the quantity representation,
which begins as approximate and gradually beconmesrl with maturation or education?
Or perhaps the log-to-linear shift reflects theiidd of aseparatdinear-exact representation
on top of the approximate representation, and eterdi inhibition of the approximate
representation by the exact? The finding of logamit mapping in the performance of ZN
support the latter possibility: ZN worked as anieagr for many years, and reported being
extremely fluent with numbers, so it seems unlikéigt his quantity representation remained
approximate throughout the years. It also seemgalylthat his brain injury transformed the
now-linear quantity representation back into apprate. It seems more likely that his
logarithmic mapping reflects an approximate repnegeon that was dormant in his cognitive
system and re-emerged following a selective impato the linear-exact representation.
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The second class of explanations for the late libgceis a variant of the differential
encoding time model. It assumes that in childreshiarpatient ZN, unlike in adults, the initial
decision to move is based on insufficient evideBsn if the participants understand the linear
requirement of the task and intend to move to itheal position of the target, they may err if
the decision process is fed with exceedingly neiggence. The participant may then stop short
of making the proper inference and start movingetdasn a partial approximate numerical
representation. Since this representation is mogeige for small than for large numbers, the
movement will be more accurate (more systematieallgty from the default response) for small
than for large numbers, resulting in a log effétthe discussion of this chapter, we verify this
property in a precise mathematical model of thk.tisadults, this log bias, if it exists at all,
would be quickly compensated by new adjustmentsgér position even after the onset of the
first horizontal movement, resulting only in a tséent log effect. If such a correction is
impossible, however, then the log effect will remaustained.

At present, we cannot decide between those twopirgetions. However, the behavioral
finding of logarithmic mapping in children is in@uxrd with several previous developmental
studies that used number-to-position mapping withicacking trajectories. These previous
studies found logarithmic mapping only until secanade (Opfer & Siegler, 2007) or an earlier
age (Berteletti et al., 2010; Booth & Siegler, 208&gler & Booth, 2004), whereas here we
found a log effect even id4grade children, i.e., in a group that was at leastyears older. It
is possible that our paradigm, which requires aetliimited response and minimal finger
velocity, was more demanding than the paradigmd usthese previous studies, and therefore
increased the logarithmic effect. Such interpretatiseems plausible given that, in
Experiments 3.1 and 3.2, we found that increasasy tliemands increases the log effect.

A peculiar finding in the children data, which wast observed in any of the adult
experiments, is a strong negative effect of the pradictor in the regressions (Fig. 3.10b,c).
This could mean that the unit effect was eitheuced or delayed relatively to the decade effect.
However, interpreting this finding as delayed pssieg of the unit quantity seems unlikely,
because b[U] < 0 continues throughout the tri@. (ithe unit digit never catches up with the
decade digit). The b[U] < 0 can therefore be exu@diin two ways: either the decade and unit
guantities were not encoded in 1:10 ratio but witder-representation of the unit digit; or the
unit digit was completely ignored in some trialssulting in lower b[U] in the regression
analysis. Importantly, both explanations suggest éven as late a&'4rade, the processing of
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two-digit numbers is not fully automated. Previgtigdies pointed to the log-to-linear shift as
one kind of cognitive progress that happens dunvaguration or education (Berteletti et al.,
2010; Dehaene et al., 2008; Opfer & Siegler, 208 data from Experiment 3.4 suggests that
the assigning proportional weights to the decade it quantity may be another cognitive
ability that develops with age or education.

3.6. Experiment 3.5: Validating the Movement Onset Detection
Algorithm

In all experiments so far, the horizontal movenwrget was calculated based on the finger's
horizontal velocity profile. To make sure that theset-detection algorithm did not create some
statistical artifact, we administered the numbepasition mapping experiment using a slightly
modified paradigm: the participants started mowingir finger only after the target number
appeared on screen (hereby, stimulus-then-moveliganq This is the method used in many
trajectory-tracking experiments (e.g., Finkbeinerak, 2008; Santens et al., 2011; Song &
Nakayama, 2008a, 2008b, 2009). While the stimutesHmove paradigm does not allow for
continuous monitoring of cognitive processes alydane points, it has the advantage that the
movement onset time can be measured directly réthercalculated statistically.

3.6.1.Method

Twenty right-handed participants aged 28;11 + 6pEte compensated for participation.
Their mother tongue was Hebrew and they had nategaoognitive disorders. The method was
similar to the silent condition in Experiment 3ekcept the way a trial was initiated. When the
participants touched the initiation rectangle xatiion cross appeared, and was replaced by the
target number after a random duration between 3@00 ms. The participants were instructed
to move their finger as soon as the target numpgeared, but not before that. The movement
onset time was registered as the time from stimahset until the finger reached the y = 50
pixels coordinate (measured from the bottom ofstreen). Movement onset lower than 100
ms or higher than 1000 ms resulted in a failed. tHach number between 0 and 40 appeared 4
times, i.e., 164 non-failed trials per participant.

3.6.2.Results

The rate of failed trials was 3.17% + 2.26%. Thiufas were due to moving the finger too
early (13.9%) or too late (44%), to violation oétminimal-velocity policy (32%), or to lifting
the finger in mid-trial (10.1%). The movement orts®e was 623 £ 139 ms, and the movement
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time (from movement onset until reaching the nuniver) was 529 + 110 ms. The endpoint
bias was -0.52 + 0.47 numerical units and the eimdgoror was 1.68 + 0.44 numerical units
(all o refer to the between-subject variance of the pbjest means).

Fig. 3.11a shows the median trajectories in thiseement. The trajectories are clearly
different from the previous experiments: whereathh@movement-triggers-stimulus paradigm
the finger initial movement was towards the miduflthe number line, in the present experiment
the movement was typically aimed more or less tiréowards the target number, right from
the start. This suggests that the finger moventantes! only after an initial decision was made
about the quantity and the corresponding targetipnsNote that this pattern is not the result
of averaging several trials — it is observed irgkartrials too (Fig. 3.11b).
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Fig. 3.11. Results of Experiment 3.5 (stimulus-then-move paradigm). (a) The median trajectories,
averaged over participants. (b) Sample raw trajectories of one participant to four specific target
numbers. In panels (a-b) the y axis reflects the iPad screen vertical dimension, so we can see that the
finer moves towards the target number right from the start. (c) Regression b values. (d) Movement
onset times per target number. The black line is the average over trials and participants. The red line is
the same data after Gaussian smoothing with o = 2. Onset times were shorter for targets < 20 than for
targets > 20, and were shorter near the ends of the number line than around the middle.
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The trajectory data was submitted to regressiotysisawith iEP as the dependent variable
and with five predictors: b, l10g’(No-40), the unit digit U, the spatial-reference-pointséd
bias function SRP, and the target number of theipus trial N-1. One regression was run per
participant and time point in 50 ms intervals. eg-subject regression b values of each time
point and predictor were compared versus zero usiesf. A strong effect of the target number
No-s0was found from the time of movement onset (Fif18), confirming that the finger aimed
more or less towards the target number right fioerstart. The log effect did not make a positive
significant contribution at any time point. Therasa clear effect of the spatial reference points
predictor, and there was a ~10% over-representatidhe unit digit relatively to the decade
digit (reflected by the positive contribution o&thJ predictor). Unlike the previous experiments,
no contribution of the previous-target predictorlNvas found at any time point — i.e., by the
time a decision was made to move the finger, thesent-trial quantity has completely
overridden the prior trial effect.

The critical analysis in this experiment is thattbé movement onset times per target
(Fig. 3.11d). The onset times (excluding targetOy ®ere submitted to repeated measures
ANOVA with a between-subject factor of side (lefght) and a numeric between-subject factor
of distance from 20. A main effect of side (F(1,£928.36,p < .001,np?> = .60,nc = .02)
confirmed the small-number advantage: movementtsrise numbers < 20 (mean = 606 ms)
were shorter than for numbers > 20 (mean = 634 As)ain effect of distance (F(1,19) = 39.74,
p < .001n? = .68,nc% = .02) replicated the findings in previous expens: movement onset
was shorter when the target number was closer ¢oetds of the number line. The
Side x Distance interaction was significant todl(F9) = 19.03p < .001ny? = .50,nc% = .01).

A comparison of Fig. 3.11d with Fig. 3.4 shows tinet movement onset times in the present
experiment (move-then-stimulus-paradigm) were lorigan the times detected by our onset-
detection algorithm in the movement-triggers-stinsulexperiments. This difference was
confirmed by a within-participant analysis: Thimeef the 20 participants in Experiment 3.5
also performed the silent 0-40 experiment in thevenwent-triggers-stimulus paradigm. The
movement onset times of these participants in tiheutis-then-move paradigm (620 + 84 ms)
were longer than the onset times detected in th@ement-triggers-stimulus paradigm
(448 £ 46 ms; paired12) = 6.05, two-tailedp < .001, Cohen'd = 1.68; targets 15-25 were
excluded from this analysis).
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3.6.3.Discussion of Experiment 3.5

The stimulus-then-move paradigm replicated the meftects found in the movement-
triggers-stimulus paradigm. In the regression asislythe finger movement was dominated by
the linear quantity representation, with no lodamic effect — similarly to the aligned-by-
movement-onset regressions in Experiments 3.1-Bags provides further support to the
differential encoding time model: when the movemenset is controlled for — either
statistically, as in Experiments 3.1, 3.2, and 3B8,methodologically, as in the present
experiment — the log effect completely vanishes.

The detailed analysis of movement onsets fullyicapdd the pattern observed in the silent
conditions in Experiments 3.1, 3.2, and 3.3: eadigsets for target numbers on the left side
(small-number advantage), and a distance effedt thet onset times are later close to the
middle of the number line. The replication of theséects with the stimulus-then-move
paradigm confirms that these are genuine effeetisdb not result from a statistical artifact of
the onset detection algorithm. This is especiatiportant with respect to the distance effect:
the onset detection algorithm relies on the hotialowelocity, and may consequently detect
earlier movement onsets when the horizontal vefasihigher, which is typically the case when
the target number is closer to any end of the nurii® The replication of the distance effect
in Experiment 3.5, in which the movement onset massured directly rather than calculated,
refutes the statistical artifact interpretation amdws that the distance effect has a cognitive
origin. Note also that an analogous distance efi@s observed by Cicchini et al., (2014, Fig.
3B): their analysis showed higher previous-triaigi#s for targets close to the middle of the
number line.

How can we explain this distance effect? One ptesskplanation is inspired by models
suggesting that the trigger to change a motor metidhe existence of an internal comparison
between the action which is intended and the aetioich is currently being executed (Charles,
King, & Dehaene, 2014; Fishbach, Roy, BastianerdleMi& Houk, 2007). In Experiments 3.1
to 3.4, participants are asked to initially poiotvards the middle of the line. Even when the
finger is initially at rest (Experiment 3.5), theotar system might encode a default action of
pointing towards the optimal location given thetidlition of target numbers, which is again
the middle of the number line. As the target-indlicgention-to-move builds up, the intention-
movement comparison mechanism would predict that difference between the planned
location and the middle of the number line musssra fixed threshold before the finger starts
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moving towards the target. What we described is thapter as "movement onset" would thus
reflect the first decision to change the motoractirhe duration of this decision process would
be affected by the difference between the defatiba location (the middle of the number line)
and the target number: the farther the targetosifthe middle of the number line, the larger
this difference and therefore, the faster the datishreshold is reached — namely, earlier
movement onset time.

Methodologically, Experiment 3.5 sheds some lighttbe similarities and differences
between the stimulus-then-move paradigm (StM) gfdfixnent 3.5 and the movement-triggers-
stimulus paradigm (MTS) of the previous experimefitse StM paradigm may have the
advantage of a clearer separation between the tages involved in this task — the decision
stage, whose duration can be directly measuretidoynovement onset time, and the pointing
stage, which is reflected by the finger trajectoriehe StM paradigm also seems to allow for
less noisy measurement of movement onsets, as N@VA's on movement onset times
resulted in much stronger effects in ExperimenttBah in the previous experiments. The MTS
paradigm, however, may be superior in its sengjtito early processes: the onset times we
detected in the MTS paradigm were much shorter tharonset times measured in the StM
paradigm. One possible reason for this could beitiizating a movement takes longer than
changing the direction of an existing movementglaset al., 2000). Another possibility is that
the longer onsets in Experiment 3.5 resulted from relatively relaxed limit on movement
initiation (up to one second from the stimulus dpsBhortening this limit would probably
encourage earlier finger movement. Indeed, somdéeimgntations of the stimulus-then-move
paradigm required participants to initiate movemaniguickly as 200-350 ms from the “go”
signal (Finkbeiner et al., 2014; Finkbeiner & Friegh, 2011). Such short time limits could
make the StM paradigm more similar to the MTS pigrad- presumably at the cost of less
reliable measurement of movement onset and theiduref the decision stage.

3.7. Discussion of Chapter 3

3.7.1.Understanding the Number-to-Position Task

In a series of experiments, we investigated howdvgit Arabic numbers are encoded as
guantities in a number-to-position mapping taskicWifiorces participants to convert a numeral
into a quantity. To analyze the series of stageslued in this task, we obtained a nearly-
continuous measurement of finger position, and sedwa dual-task setting to perturb specific
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stages. In Experiment 3.1, the distraction was mdated by introducing a simultaneous color-
naming distracter task and comparing it with thegkg-task condition. In Experiment 3.2 we
administered only the dual task, and the distractvas manipulated by changing the SOA of
the target color and number. An analysis of thgdintrajectories showed similar patterns in
both experiments: in the experimental conditionshwhigh distraction (color naming in
Experiment 3.1, shorter SOA’s in Experiment 3.2 tharticipants’ number-to-position
mapping became less linear, and in ExperimentI8dlraore logarithmic — a clear dissociation
between the log and linear factors.

A careful analysis of the finger movement, howesbgwed that this log-linear dissociation
cannot be taken as direct evidence for two distjpueintity representations, because a simpler
interpretation can account for the results. Thisrpretation assumes that the finger horizontal
movement onset is earlier for smaller target nusibpresumably because their quantity
representation is less fuzzy than that of largelmens) which results in faster encoding of small
numbers. As a result, the trajectories fan out nooiiekly for smaller number than for larger
numbers, and this induces a transient log effetterregressions. The interference from color
naming further enhances this small-number advantageeby increasing the log effect. This
interpretation is supported by the finding that tieeizontal movement onset time is increased
for larger numbers. As shown by Experiment 3.3s thmall-number advantage cannot be
dismissed as a difference between processing sihigilenumbers and two-digit numbers. The
interpretation is further supported by the finditgt aligning the trajectories on movement
onset times completely eliminated the logarithnffec, revealing only a linear mapping of
numbers to positions.

Our best interpretation of the data is that the lmemto-position mapping task involves
separate processes of quantification, decision ¥agleace accumulation, and pointing
(Fig. 3.12a). The quantification process convette two-digit number into a quantity
representation. The decision process maps theiugegresentation to a planned position. The
pointing process aims the finger to the plannedtipos

The duration of the decision stage is affectedtigast two factors: (1) Number size: large
numbers take longer to process than small numiEesumably because of differential
variability in the output of the quantification @ess (in line with previous studies, e.g.,
Brysbaert, 1995; Li & Cai, 2014; Schwarz & Eis@®09). (2) Distraction (here induced by the
color-naming dual task), which delays the accunmutabf evidence arising from the target
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number (again in line with previous studies of dexi making, e.g., Sigman & Dehaene, 2005).
Because of partial resource sharing, these twoirfaatteract, so the size of this dual-task delay
may also depend on number size, with large quastguffering from a larger delay than small

guantities.

3.7.2.A Mathematical Model of the Number-to-Position Task

In order to flesh out those ideas, we now presangxlicit mathematical model of the
number-to-position task. The model provides a tradi” or “ideal observer” analysis, i.e., it
examines how any rational agent should endeavpetform this task if it is endowed with
exact and/or approximate representations of nunfisewe will see, such an optimal observer
closely predicts human behavior.

We adopt here the same assumptions as in a prewiatisematical model of several
numerical-decision tasks (Dehaene, 2007). Firstthat quantification stage, the quantity
associated with the target number is encoded aneaderies of independent and identically
distributed noisy sampless which are sampled from an internal random diatidn. Second,
at the decision stage, based on these samplgsosterior distribution over all possible target
locations is continuously updated, until a thredHeVel is achieved and the model commits to
a specific location. Third, at the pointing staties planned location is used to guide the finger
motor movement. We now present detailed equatianedch step.

Number representation. Following Dehaene (Dehaene, 2007), we assumavitiah each
of the two quantity representation systems, thgetanumbeiT is represented at any given time
stept by a noisy sampls(t) (see Table 3.4 for a legend of all the notatioseduhere and
throughout this mathematical modeling section). $hecessive samplegt), s(t+1),etc., are
assumed to be independently and identically distedb (i.i.d) according to a Gaussian
distribution

_(s=c(M)?

e 2 = Gaussian(s,u = ¢(T),0 = o(T)) [2]

psIT) = oo
As this expression indicates, the samglase centered on the vala€l), which is a strictly

increasing function of target numb@r representing the hypothesized internal scale for
numerical quantity (e.qg., linear or logarithmie).T), which may also vary as a function Tf

is the standard deviation of the noise on thiseggntation. The choice of functioofl’) and
o(T) defines the nature of the internal representabbrnumbers. For an approximate
representation, we may assume either a linear wittlescalar variability, i.ec(T) =T + 1
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anda(T) = k(T + 1); or a log-Gaussian coding with fixed variabilitg. c(T) = log(T + 1)
anda(T) = k;. In both casesk, is a constant, and the +1 term avoids singulavitgn the
target is 0. For an exact representation, we t§ke = T ando (T) = k, (wherek, is another
constant).

Table 3.4. Notations used for modeling.

Notation M eaning

T A target number presented in the experiment

Sapprox Sexact A guantity sample sent from the quantification nagbms
(approximate, exact) to the decision process

n A possible target number (this notation is usedtty for enumeration

over all possible targets)
A response (decision on a target number) consitley the participant
The response decided by the Bayesian decision $soce

The slope of the linear distribution of target roers, as perceived by the

participant. Actual targets were distributed evefly0), but the

participants did not know that and may consideroue values, in

distribution denoted pj.

Gaussian(u,c)  The probability to get a valuegiven a Gaussian distribution with mgan
and standard deviatian

c(T), o(T) The mean and standard deviation of a Gausssnlaition of sample

guantities given a target number T

b

Subscripts
Xt The value of X at time point t within a trial
Xi The value of X at trial i

Constant parameters in the model

k1 Scaling factor for the approximate quantity repreation standard
deviation

k> Standard deviation of the exact quantity represent

ks Forgetting factor: the probability to keep theopwlistribution pf), the
perceived target bias (%ls the probability to revert to a flat prior)

0 Posterior probability threshold for deviating fireger

Tapprox Texact The time (within a trial) in which the quantityrsples Spprox SexactStart

arriving in the decision process.

In the following, we assume, for maximal generalithat exact and approximate
representations co-exist, are activated in paradletl generate independent samples. At any
time t, the information available for decision lietefore comprised of the two sets of samples
from time=0 to time=t, i.e{Sexqct (t)}r'<r ANA{Sapprox ()} e/<e .

84



Chapter 3. On the origins of logarithmic numbeptsition mapping

Accumulation of evidence. By definition, the ideal observer computes, foemvpossible
response location, the posterior probability thé tocation is the correct one given the set of
past sampledn the number-to-position task, there are as masganse locations as there are
target numbers, and therefore the inference isvatanit to inferring the likelihood of the current
target number being, given the set of past samples until time=t. USages’ theorem, we get
posterior;(n) = p(n|past samples) «

P{Sexact )} <) P({Sapprox(t)}er<eln) p(1) (3]
(note that this equation makes uses of the symb@taning “proportional to” — this is because,
for simplicity, the denominator in Bayes’s rule Heeen omitted; it is implicitly assumed that
the posterior probabilities are normalized by atiplitative constant in order to sum to 1 at
each time stef).

In equation [3],p(n) is the prior distribution of target numbers. In thienplest ideal-
observer version of the model, the prior is supfddsebe flat, in agreement with the fact that,

in our experiments, all target numbers in the psegorange are equally likely. Thus,
p(n) = ——, wheren, g, gets IS the number of possible targetsf-gecs = max — min + 1).

Ntargets

Further below, we consider more complex optiongterprior.

Given the independence of successive samples,dtielmeduces to a simple updating rule.
Starting from the priop(n), on each time stefpthe optimal observer model receives two new
random samples s;,qc.(t) andsgpprox(t) —anduses them to update the posterior probability
that the correct responsenisusing the equation

posteriory(n) o posterior;_;(n) p(sapprox(t)|n) P(Sexact (t)In) [4]

(again up to a multiplicative constant, such thatposterior probabilities always sum to 1).

Simulating the random walk inherent to equatiah rfequires expensive computations
(generating many trials with random samples at d¢awh step). For a faster, deterministic
approximation, we can replace each of the two randaultiplicandsp(sgpprox(0)|n) and
p(Sexact (t)|In) by their time-independent expected value. Fora with target number T, the
expected value of,, ¢ IS:

E(p(sexactln)) = fjooop(sexactln) p(sexactlT) dSexact (5]
The expected value 6f,,,, is calculated with the same formula, replacipg,.: by Sapprox-

Although this equation looks symmetrical, note thaepresents the target number that was
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actually presented in the trial, whereas n repitsgée participant’s enumeration of all possible
target numbers.

The product of two Gaussians is itself a Gaussariprmula[5] yields

E(p(sexactln)) = Gaussian (c(n), u=c(T),o= \/cr(n)z + O'(T)Z) (6]

and similarly fors,pprox-

By plugging into this equation the parameters figgraximate and exact representation, and by
replacing bothp(sapprox(£)|n) and p(sexac:(t)In) in equation §] by their expected values
according to equation [6], we obtain a determiniapproximation of the updating rule for the
posterior, given that the target numbefis

For log-Gaussian coding:
(7]

posteriori(n|T) < posterior:.1(n|T) Gaussian(log(n+1), u=log(T+1), o=k1\2) Gaussian(n, u=T, o=k\/2)

And for linear scalar variability coding:
posteriori(n|T) < posteriort.1(n|T) Gaussian(n, u=T, o=kiy/n? + T?) Gaussian(n, u=T, o=k\/2) [8]

Numerically, equations [7] and [8] yield virtualigientical results, thus demonstrating the
near-complete behavioral equivalence of the logsSiam and scalar variability models
(Dehaene, 2007). In the following simulations, Werefore adopt only the log-Gaussian model
(equation [7]).

Simulations presented in Fig. 3.12b illustrate hbeposterior evolves in the course of the
trial for two specific target numbers. Initiallyhe distribution is flat, and then it evolves to an
increasingly sharp peak centered on the target runiiideed, equation [7] clearly shows that
the “bump” in the posterior distribution is alwagesntered at the appropriate target location on
the number line, i.e. the highest posterior proldgbis reached fom = T. However, the
sharpening of the posterior is faster for smalhtfa large numbers.

Cost function and decision. The above equations specify how the posterior aiyibiy
distribution of the correct numerical response e&slwith time, but not how participants
transform this distribution into an intention to weo In any Bayesian decision task, the optimal
use of the posterior distribution depends on th& danction imposed by the experimental
setting (Maloney & Zhang, 2010). Here, as the taskiires minimizing the distance between
the finger location and the actual target locatonthe number line, we stipulate a quadratic
cost function:
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cost(r) « (r — T)? (9]
whereT the actual target number ani the subject’s intended numerical responsenittizne
t, we assume that participants pick up, out opaéfisible responses r, the one that minimizes the

expected cost:
7 = argmin(E(cost(r))) = argmin(},, posterior,(n|T) (r — n)?) [10]

The solution of this equation is the mean of thenbersn, weighted by their posterior
probability:
7 = Y, posterior;(n|T)-n [11]

This equation has the following experimental imations: (1) In the absence of information
about the target, given that all targets are eqbiglole, participants initially point to the center
of the number line, i.e., the location that miniggzthe quadratic error; (2) As increasingly
precise evidence is gathered about the target véieeintended response location deviates
progressively from this mid-point value.

Movement. For each target number, the model specifies tigestls optimal intended
response at each time step. To compare thesericalestimates with thenotor trajectories
recorded, we need to model how a numerical intangotranslated into a finger trajectory.
A complete model would entail answering each of fleflowing theoretical issues:
(1) Whendoes the finger move? Do participants wait untihi@shold amount of evidence is
accrued, or is the evidence continuously passed thre motor system? (Bowdoes the finger
move? Is a target direction programmed once ey &mnd then translated into a velocity profile?
Is the direction updated continuously? Or is iised only at discrete times, e.g., whenever the
anticipated finger location deviates from the iked location by a sufficient amount (Fishbach
et al., 2007), as suggest by previous “change-ofdinresults (Resulaj, Kiani, Wolpert, &
Shadlen, 2009)?

Answering these questions is clearly beyond thegmeresearch program. Here, we present
simulations of the simplest possible model. Baseg@nior research on decision making (Gold
& Shadlen, 2001), we assume that the decision teernsdbased on the accumulation of evidence
towards a fixed probability threshdidi.e., movement starts whenever the posterioraiibiby
of one of the target locations exceeds this threskalue. At this moment, the movement
process sends the finger to the location that me@mthe average square error, as described
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above. Finally, movement is implemented with th@idsl bell-shaped velocity profile
characterizing limb motion (Flash & Hogan, 1985gHBman et al., 2013).

d Processing stages in the number-to-position task b Posterior for two specific target numbers
; .
[ Number identification ]
Y Y N
[ Exact quantity ] [Approximate quantity] 0.6 Target=5
¢ noisy samples ¢ 5
[ Accumulation of evidence ] %
" " = 0.2
Decided Iocatlon¢
= 0
[ Pointing ] 0 10
Target number
C  Horizontal movement onset times d Median trajectories
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Fig. 3.12. Model and simulations of the processing stages in the number-to-position task. (a) Proposed
stages. Incoming digits are identified and the corresponding quantity is separately encoded in
approximate and exact systems. Next, evidence accumulation is used to infer the posterior distribution
of target locations given the incoming noisy samples. Finally, a pointing stage brings the finger to the
location that minimizes pointing errors. (b-f) Simulation results. (b) The posterior probability function
in different time points, for two specific target numbers. As the trial progresses the posterior curve
becomes steeper. Crucially, the curve converges more quickly for small target numbers such as 5 than
for symmetric large target numbers such as 35. (c) Small-number advantage: the horizontal movement
onset times are earlier for small target numbers than for larger targets. The onset times were calculated
using the onset detection algorithm described above (Section 3.2.2.4.1). (d) Median trajectories.
(e-f) The regression b values (dependent variable = x coordinate, predictors = No.4o, log'(No.s0), unit digit,
SRP, and the last 5 targets). The regression captures several effects of the real data — strong linear
factor, transient logarithmic factor, and an effect of several prior trials in early trajectory parts, which
decays exponentially for older trials.
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Under this assumption of a single movement, givan the posterior distribution is sharper
for small numbers than for large numbers, the margronset time should always be slower
for large compared to small numbers. However, Hueoe of the threshollhas a crucial impact
on the shape of the response function. If the@p#nts use a low threshdldthe finger deviates
towards the decided location early on, at a timemitie posterior distribution is sharp for small
target numbers but not for large ones. This reguliggreater separation between small numbers
than between large numbers, leading to an appragiynéogarithmic response pattern (as
observed in children and in patient ZN). If thetjggpants use a higher threshéldthe finger’s
deviation towards the decided location happens,latea time when the posterior distributions
for both small and large numbers are already shasatered on the appropriate target value,
so the responses become arrayed in a linear manner.

Effect of prior targets. In our experiments, the prior p(n) was flat oviétarget numbers.
The participants, however, were not told this, amay (explicitly or implicitly) believe that
some targets are more likely than others. In agese¢mwith this idea, in all experiments, we
observed an effect of the recent target numbeth®early part of the trajectory. Such a prior-
trial effect cannot be explained merely as a pensgion of the motor response on the
immediately previous trial, because that responas wfluenced solely by the target of that
particular trial and not of the previous trials. we shall now see, the exponentially decreasing
influence of previous targets can be explained esnatantly updated Bayesian prior over the
possible targets.

Formally, we capture this idea using a second-orojgtimal observer model. The
assumption is that subjects use the distributiomeoént targets to estimate the probability
distribution of a new targéft. For simplicity, we assume that participants ardysider linear
distributions over the range of target numbers,, iae set of distributions of the form

p(n|1) = — (1+A —== ) with mean = w where min and max are

respectively the minimum and the maximum of thegeanf target numbers. This equation
describes a linear probability distribution oves titumerical intervalrfin, maX. 1 € [-1,1] is
a hyperparameter that governs the relative emplamdsisnall numbers over large numbers:
A = —1 indicates that participants expect a majorityrodf numbersgd = 0 a flat distribution,
andA = +1 a majority of large numbers.

We assume that the participants’ expectations aheutarget numbers changes as a function

of the recent target numbers they received. Thiaclseved by constantly maintaining an
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internal distribution of the possible values Af At the beginning of the experiment, this
distribution is flat over the interval [-1, 1]: alhlues ofd are equiprobable. At the end of each
trial, based on the target they just received,exttbjrevise their posterior distribution’ofWe
denote this revised distribution pgi) (this is the estimate at the end of tijafter taking into
account the targdt, and therefore serving as a prior for tril ). At this time, we assume that
the participants have precisely identified the'sitarget numbef;, so they can use it to revise
their previous distributiop(4i-1). According to Bayes’ rule, this update should be:

p(4i|T1,) % p(Ai—11T1.i-1) P(Ti|A) [12]

This optimal equation, however, would simply imghat subjects accumulate perfect
evidence about the distribution of targets, withany forgetting, in which case they would
quickly converge to a distribution centered on ¢berect value.=0 (unbiased distribution of
target numbers). The evidence, however, indicast®ag effect of recent trials, which suggests
the existence of local expectations (e.g., afteireak of large numbers, subjects expect to see
more large numbers). We model this as forgettingha updating process. Formally, as in
previous work (Behrens, Woolrich, Walton, & Rushttgr2007; Meyniel, Schlunegger, &
Dehaene, 2015), we assume that there is a prdyddilihat the participants carry the current
posterior estimateg(4i-1) onto the next trial, and a probability bks that they revert to a flat
prior. In other wordsks controls the relative weight of the prior expeiciatrelative to the
incoming evidence at a given trid; = 1 means no forgetting (optimal Bayesian integration)
and0 < k; < 1 mean underweighting of the prior information acatrespondingly, a stronger
effect of the last target on the estimatior.of

The value ofi can now be calculated by applying Bayes rule:

Pl Ty, k3) < p(Ay, Trim, il k3)p(T1) (13]
o [7 p (it A0y Trim, T k3)d Ay [14]
x f_+11P(T1:z—1|k3)P(/1z—1|T1:z—1, k3)p(AilAi-1, Trii1, k)P (Til Aim1, Ai, Trim1, k3)dAi—q [15]
o [ pQicaITri1, k)P (il Aia, k)P (T A) Ay [16]

In [14], we removed the constant tepitT’;.;) and marginalized ovéy.1. In [15], we applied
the chain rule. In [16], we removed the constamintp(T,.;_1|ks) and simplified the other
probabilities by considering that some terms adependent of each other. In the resulting
expression [16], the term(A;_1|Ty.i-1, k3) reflects the prior; the termp(4;|4;-1,k3) — the
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forgetting factor; and the terp(T;|1;) — the probability that the present trial targetvddndeed
beT; given a certain. value.

Once we know the distributiop(4;), we can marginalize ovet;i to obtain the prior

probabilities for target number of the next trial:
p(isaIne) = 7] p(isa|DP(A) da; [17]

Intuitively, the effect of those equations is théter receiving, say, a large number such as
40, participants infer that the estimated likelidaaf being in an experiment with a larges
high, and therefore they expect to receive othgeléarget numbers on subsequent trials. As a
consequence, even in an unbiased experiment whéaegets are presented equally frequently,
participants will be biased to point towards rebeptesented targets.

Simulations. Fig. 3.12c-f shows simulations of movement timevement trajectory and
regressor estimates. It can be seen that the moalabes a reasonable qualitative fit for most
of the experimentally observed effects (here an@hapter 2). The horizontal movement onset
is an asymmetrical function of target size, witstéa responses for small numbers than for large
numbers (Fig. 3.12c). As a result, simulated firtggjectories depart from the center faster for
smaller numbers than for larger number (Fig. 3.12dhsequently, regression analyses exhibit
a transient log effect followed by a sustaineddmeffect (Fig. 3.12e). This effect disappears
when regression is locked on the horizontal moveémaset. Finally, an effect of previous
targets is observed on the initial part of the nmest, with approximately exponential decay
over the past trials (Fig. 3.12f).

The model may also account for two additional sufghtures of the data: the influence of
the spatial reference points (SRP) equation, aaddtt that the regression weight of the log
function becomes negative late in the trial. Bdfaats arise because the model only considers
hypotheses in the range [0,40], thus truncatingpbsterior distribution to this range and
shifting the responses away from the endpointsd)4@nand towards the center of the number
line (a regression to the mean typical of Bayesmuels, see e.g. Fischer & Whitney, 2014;
Jazayeri & Shadlen, 2010). The reference pointceffaptures this small displacement, while
the negative log captures a slight asymmetry sfeffect due to differential variability for small
and large numbers. In actual data, the referenoe pfiect is larger, seemingly because of an
additional repulsion of responses away from the tmdpoint 20, which is not captured by the
current model (but might be if one assumed an matdit process of comparing the target to the
midpoint).
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The simulations in Fig. 3.12 were obtained wikh = 0.7, k, = 20.0, k3 = 0.7,

6 = 0.15, with a delay oft,p,,r0x = Texacr = 350 ms for the onset of samples arising from
the exact and approximate representations, and tthassumption of calculation iteration
every 1 ms. Because the model remains coarse asgplecified, especially as concerns
movement programming, we did not attempt a quantgdit of the data, but we did observe
that the above effects are generic across a |laagee of parameters. Scalar and compressive
representations of approximate number give virjudkntical results. Importantly, having only
an exact linear representation cannot account fier results: simulating it leads to a
disappearance of the transient log effect. Conligreewever, it is possible to account for the
results with a single approximate representatitrere is a range of parameters (ekg.= 0.7,

ks =0.7, 6 = 0.12, T4pprox = 350 ms) for which the movement onset is delayed for large
numbers, resulting in a transient log, and yetitibernal distribution at the time of movement
is precise enough to yield near-linear pointinge Tdnly quantitative inadequacy of this
approximate-only model is that the weight of the&r regressor never converges to 1, i.e. the
final pointing remains sublinear. The fact that lihear weight does converge to 1 in adult data
(Fig. 3.2, 3.6, 3.9b) thus confirms that adultssangplementing their approximate representation
with a linear understanding of exact number.

Both the single (approximate) and the dual-repragiem models can also account for the
children’s data by lowering the posterior threshéltequired for making a decision. Lower
threshold leads to an earlier decision to movethla earlier time point, less evidence was
accumulated, so the decision about a target lataiso based on a more approximate
representation, thus magnifying the difference leetwsmall and large numbers. This results in
a more logarithmic mapping (Fig. 3.13, createddydring the thresholé from 0.15 to 0.07),
which bears much similarity to the children daté&ig. 3.10a-b. Finally, the effect of dual-task
interference may be simulated in several ways,eeithy differing the onset of the exact
representation relative to the approximate reptesien, or by assuming that, during dual-task
interference, both representations suffer from tamthl noise, such that the rate of evidence
accumulation is lower. Further research will bedeekto disentangle these possibilities.
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Fig. 3.13. Simulation of children data. (a) Median trajectories. (b) Regressionngevalues.

One aspect that is not captured very accuratelthisymodel is the shape of the distance
effect for the movement onset time: the real datavsa clear dependency on distance from the
mid-point (Fig. 3.4, Fig. 3.11d), which is absemthe simulated data (Fig. 3.12c). This finding
suggests that the model’s simple decision mechafadgixed threshold on posterior probability,
inspired by Gold & Shadlen, 2001) may have to Ipdaeed by a more complex mechanism of
comparison between the new aim (point to the taeget the initial aim (point to the midpoint),
as indeed suggested by recent studies of motorgroging (Fishbach et al., 2007) and error
correction (Charles et al., 2014). Such refinemdrae/ever, add much complexity to the model

and are therefore better left for future research.

3.7.3.Conclusion of Chapter 3

Performance of the number-to-position task, asstlLid the present experiments with adult
participants, is entirely compatible with a stiyctlequential processing model that combines a
guantification stage (using both exact and appraienmepresentations), an optimal decision-
making stage, and a movement stage that minim@esipg errors. Our main empirical finding
is that in adults, these stages appear to be d#paamce the variable duration of the decision
stage is controlled for (by aligning trajectorias the horizontal movement onset times), the
finger trajectories show virtually no logarithmifext, but only linear pointing. Many other
details are captured by the optimal decision makioglel.

While this model nicely accounts for the performaraf healthy adult participants, an
examination of the performance of the aphasic pafi®\ and of 4 grade children indicated
that this model cannot be the whole story. Theritigaic effect in these experiments cannot
be solely explained by differential durations ofdecision stage, as a logarithmic effect
continued to be found long after the horizontal sroent onset. We saw that two classes of
explanations can be proposed: either those suljjecisinely fail at the conceptual level, i.e.,
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they simply do not understand that the task caltdihear pointing (Booth & Siegler, 2006;
Dehaene et al., 2008; Siegler & Booth, 2004; Sie§l®pfer, 2003); or they attempt to point
linearly (as our model does), but their decisiomaove is based on partial evidence which is
coarser for large than for small numbers. More aede will be needed to separate those
possibilities.
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4. Parallel and serial processes in number-to-quantity
conversion

Abstract. Converting a multi-digit number to quantity requires processing not only the digits but also
the number’s decimal structure. We investigated this structural processing: first, we asked whether
the digits are processed serially or in parallel. Second, given that the same digit represents different
quantities when in different decimal roles (e.g., “2” can mean 2, 20, etc.), we asked how digits are
assigned decimal roles. To answer these questions, we used the number-to-position task with finger
trajectory tracking. Crucially, the decade and unit digits could appear with a lag. When the decade digit
was delayed, the decade effect on finger movement was delayed by the same amount. However, a lag
in the unit digit delayed the unit effect by 35 ms less than the lag duration, a pattern reminiscent of
the psychological refractory period, indicating an idle time window of 35 ms in the units processing
pathway. When a lag transiently caused a display of just one digit on screen, the unit effect increased
and the decade effect decreased, suggesting errors in binding digits to decimal roles. We propose that
a serial bottleneck isimposed by the creation of a syntactic frame for the multidigit number, a process
launched by the leftmost digit. All other stages, including the binding of digits to decimal roles,
guantification, and merging them into a whole-number quantity, appear to operate in parallel across
digits, suggesting a remarkable degree of parallelism in expert readers.

4.1. Introduction

How do we combine the digits of a multi-digit numigto a single quantity? In the visual
system, the digits in a number such as “22” appéalistinct retinotopic locations and must
therefore be processed independently; yet at sanm fhey must be weighted according to
their position in the overall number. The very sasymbol, say 2, changes its meaning
depending on its decimal role — e.g., it may meem units (e.g. in “32”) or twenty units (in
“23”). The number recognition process must therefbe broken into several operations:
(1) Visual parsing and identification of each digdnd their relative positions.
(2) Binding each digit to a decimal role — unitecddes, etc. (3) Quantifying each digit, i.e.,
multiplying the digit value by the weight impliedy bts decimal role, and merging these
guantities. (4) Using the resulting quantity in ehever task is required. In the number-to-
position task, the quantity is converted into a semovement towards the appropriate location
on the number line.

The study described in this chapter focuses o@"thend 3 operations in this list: we aimed
to understand how the digits of a multi-digit numbee bound to decimal roles and quantified.
We examined these issues using the number-to-positapping task. In the previous chapters,
experiments with two-digit numbers found that tifeas of the decade and unit digits on finger
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movement were in a 10:1 ratio and that their byildas nearly simultaneous. Consequently,
we suggested that the decade and unit digits weaetidied simultaneously. In fact, however,
several cognitive architectures may underlie tmgihg. One possibility (termed the lexical
model) is that the entire two-digit string is renaged holistically, similar to the lexical route
for the visual recognition of known words (Colthe&astle, Perry, Langdon, & Ziegler, 2001,
Ellis & Young, 1996; Friedmann & Coltheart, in psgsThis would require that all numbers
and their corresponding quantities be lexicallyedioq'see Cohen, Dehaene, & Verstichel, 1994
for counter-evidence). Alternatively, each digit ynde quantified independently and
simultaneously, and the per-digit quantities woaftect the finger movement in parallel
(parallel-decomposed model). Last, any serial @msiog of the digits may be undetectable by
the finger-tracking paradigm if the finger deviatewards a specific target location only after
the decade and unit quantities were fully processetimerged (max model). According to this
model, the finger deviation time would reflect thraximum of the processing times of the
individual digits, irrespective of the order in whithey are processed.

To evaluate these possibilities, we asked partitgao perform the trajectory-tracked
number-to-position task with two-digit numbers. Gally, we systematically varied the
temporal order and delay separating the onsetseoflécade and unit digits: on some trials the
decades appeared shortly before the units, orwacga. This method allows examining the
temporal dependencies that link the two digitsallifour operations described above (parsing,
binding to decimal role, quantification, movemantjold independently and in parallel for each
digit, delaying a digit by a delapt should delay the effect of this digit on fingeovement by
the samet, but it should not delay the effect of the ottigit on finger movement. Conversely,
if there is full dependency between the digitsthezi because all digits are needed to recognize
the whole number as a word, or because the dectsianove the finger depends on the
availability of all digits — then delaying eitheigd by At would delay the effects of both digits
on the finger movement b4t. Note that the between-digit dependency doeshawé to be
symmetric: for example, it is possible that thegessing of the unit digit depends on the decade
digit but not vice versa (such would be the casgeefassume purely sequential processing —
first the decade digit, then the unit digit).

Delaying the onset of a digit might also perturé Binding of digits to decimal roles. If the
decade digit transiently appears alone on scréemght be incorrectly quantified as a single-
digit number. Conversely, a stand-alone unit digght be interpreted as the decade of a two-
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digit number. To reduce the likelihood that visoahfusions would cause such binding error,

the digits always appeared in predictable locatmmscreen, and when delaying the onset of a
digit, its position was temporarily occupied bylageholder character (i.e., only two-character

strings were always displayed).

4.2. General method

4.2.1.Participants

All participants were right-handed adults with reported cognitive disorders, and were
compensated for participation. Their mother tongas Hebrew, in which words are written
from right to left but numbers are written likeEmglish. Hebrew and left-to-right readers were
found to exhibit similar patterns of results in @aradigm (see Chapter 2).

4.2.2.Procedure

The general procedure followed the one describ&thapter 2. The crucial difference was
that here, the digits of a two-digit number did atways appear simultaneously. The fixation
stimulus was changed accordingly, as detailed below

4.2.3.Statistical analysis

4.2.3.1. Factors affecting the finger movement

We analyzed finger trajectories using the methaduced in Chapter 2. One regression
was run per participant and per time point im&intervals. Implied endpoints were regressed
against the decade (0, 10, 20, ..., denoted D), nitedigit (U), the target of the previous trial
(N-1), and a bias function (SRP, equation [1]). SR#y reflect a spatial aiming strategy that
relies on the middle and ends of the number linat{B& Paladino, 2011; Rouder & Geary,
2014; Slusser, Santiago, & Barth, 2013; Sectior2%3.

To examine whether a given predictor had a siganfigroup-level effect per time point,
the participants’ regression b values (significamtl non-significant) were compared with zero
using t-test (one-tailedis reported).

In the previous chapters, we used a logarithmidipter to account for potential logarithmic
guantity representation. The log predictor wasusad here, because in Chapter 3 we showed
that it captures a temporal bias rather than |tigaic representation, but including it yielded
essentially the same results.
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4.2.3.2. Comparing the decade and unit effects between conditions

To assess how delaying the decade or unit digittuhates their effect on finger movement,
we compared the decade and unit regression caaftec{b[U] and b[D]) between conditions
with different onset times of the digits. To estim#he difference in the timing of an effect
between two conditions, we calculated delay betvibenmegression curves of that effect — i.e.,
the At that minimized the sum of squared differences wbeh the curves:
rr}‘itn [ (beona1(t) — beonaz (t — At))%dt. This integral was computed on the average b galue
over participants, and restricted to the time wimdo which the regression curve was on rise
(which was always in the range 350-650 ms), bec#usse time windows were the most
informative. To approximate the integral, the regrens were run in 10-ms intervals and the b
values were interpolated to 1-ms granularity withic spline interpolation.

To assess the significance of the difference betwsmmditions, we compared the per-
participant b values between the two conditionsach time point using paired t-test (one-tailed
p). This analysis too was restricted to the timedein in which the regression curve was on the

rise.

4.2.3.3. Assessment of binding errors using changes of mind

Binding errors cause the decade digit to be sonestimterpreted as the unit digit or vice
versa. We assumed that binding errors are oftarect®d later in the trial, resulting in a change
in the finger direction. To measure such changewsiofl, we calculated the finger horizontal
acceleration by deriving the x coordinates twicdatiwGaussian smoothing before each
derivation,c = 20 ms). We then counted, per trial, the numbdeixacceleration bursts” —
trajectory sections with acceleration2.38 mm/s during at least 70 ms (Dotan, Meyniel, &
Dehaene, 2017). Each acceleration burst potentifligcts a change of mind.

4.2.3.4.ANOVA

The speed of performing the number-to-position tasied a lot between participants. Our
goal in the present study was not to explain thetge-individual differences, but to focus on
the within-participant factors that affect peopleé&havior in the number-to-position task. For
this reason, in all ANOVA's in this study — mostwliich concern reaction times — we use
repeated measures design and report effect sizparialn?, a measure independent of the
between-participant variance. For standardizatieralso repory? for one-way ANOVAs, and
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generalizedn? (Bakeman, 2005; Olejnik & Algina, 2003), denotge?, for ANOVA with
several factors.

4.3. Experiment 4.1: Delaying the unit digit

In this experiment, the decade digit always appkatet = 0 and the unit digit appeared
either simultaneously or after a short delay. # tmit digit is processed independently of the
decade digit, any delay in the unit digit onsetuidtide fully reflected in its effect on the finger

movement.

Unit digit delayed
by a variable amount

120 (y=50px) .., S ) (SEEWOREE L

SOA=0-167ms R T TR

Fig. 4.1. Experiment 4.1 task design: the fixation was XX. At t=0, the decade digit appeared and the unit
position was occupied by a ‘0’ or ‘#’ character (in two separate blocks). The placeholder character was
replaced by the unit digit after 0, 33, 67, 100, 133, or 167 ms. The ‘0’ placeholder makes the transient
stimulus a valid two-digit number, and was aimed to reduce errors in binding of digits to their decimal
roles.

To discourage the binding of digits to incorrectid®l roles, the position of the delayed
unit digit was temporarily occupied by a ‘0’ placdder character (Fig. 4.1, “D0” block) - e.g.,
the target number 25 appeared as 20 and then ahtmg®. With a ‘0’ placeholder, the transient
stimulus (20) is a valid two-digit number; we hoghd would facilitate the processing of the
displayed decade digit as part of a two-digit nun{b&ther than as a single-digit number), and
thus discourage binding to incorrect decimal rolémwever, a possible disadvantage of the ‘0’
placeholder is that, being an acceptable digit,@hemay undergo the full processing pathway
on top of the target unit digit or instead of its A result, finger movement would reflect a
mixture of the target unit digit and the ‘O’ placdther. Because ‘0’ is always smaller than or
equals to the target digit, the average unit eftaecfinger movement would be reduced. To
control for this possible confound, we added a sécblock with a non-digit placeholder
character (D# block). The ‘#' character should madergo the digit processing pathway, so we
predicted that it should not cause the unit undprasentation artifact, perhaps at the cost of
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more errors in binding digits to decimal roles. &mparing the DO and D# blocks we could
examine the notion of binding errors.

4.3.1.Method

28 right-handed adults, aged 25;10 + 2;7, perfortaedblocks of the number-to-position
task. The transient unit placeholder character‘@as one block and ‘#’ in the other. We used
a 0-60 number line. In both blocks, the decadet digrays appeared at t = 0, and the unit digit
appeared att=0, 33 ms, 67 ms, 100 ms, 133 nmi§/oms (mixed design; Fig. 4.1). Each target
number between 10 and 50 was presented twice pek Bhd SOA (492 trials per block).

The fixation indicator was uppercase XX. In the S@OA&ondition, it changed into the target
number at t=0. In longer SOAs, the decade digieapgd at t=0, and the unit position changed
at t=0 into ‘# or ‘0’, and after the SOA duratiento the target digit. Both digits disappeared
500 ms after the unit digit onset. Note that at, tsisual change occurred in both decimal
positions, in order to minimize the between-didifferences in attentional or spatial bias.

The finger trajectory data of each SOA conditiors\wwaparately submitted to the two-stage
analysis and analyzed for between-condition detsyslescribed in General Method. As we
shall see below, in the DO block b[U] did not corgesto the same value in all SOA conditions,
so the delay estimations were not based on théraaues but on the ratio between b[U] and
its endpoint value.

4.3.2.Results

4.3.2.1. General analyses

The trial-level measures and the trajectory regmassshowed the pattern typical to our
paradigm (Table 4.1). In both blocks, in the SOAe@dition (Fig. 4.2a,b) the decade and unit
effects almost overlapped, with a small over-warghtof b[U] relative to b[D] during a
transient time window, similarly to the findings @hapter 2.

100



Chapter 4. Parallel and serial processes in nuabguantity conversion

Table4.1. Trial-level measures and regression patternd! bxperiments, the regression effects
showed the pattern typical to this paradigm (asritesd in the previous chapters): dominant effect
of the target number (both digits), significanteeffof the previous trial in the early trajectoayts,
and a spatial-reference-points bias (SRP) effetttdérate trajectory parts.

Experiment Exp. 4.1, D# Exp. 4.1, D0 Exp. 4.2 E43.
Failed trials (%) 5.4 (4.5) 4.6 (3.5) 2.8 (2.6) {3%)
Movement time (ms) 1012 (161) 980 (137) 1036 (177) 1272 (186)
Endpoint bias -0.73 (0.88) -0.75 (0.8) -1.36 (0.87) -5.81 (4.71)
Endpoint errof 2.89 (0.84) 2.83(0.81) 4.68 (1.17) 23.8 (7.58)
b[N-1]

Peak value 0.20-0.22 0.23-0.26 0.20-0.21 19

Peak time point 350-400 350-400 350-400 500

b > 0.05 until (ms) 600-700 650-750 600-700 850
b[SRP]

Significant from 500
(ms) 450-600 450-550 450-500

Endpoint value 0.29-0.32 0.27-0.31 0.29-0.30 .39
Endpoint b[U]/b[D] 1.01-1.06 0.87-1.03 0.85-0.91 9P"

2 Endpoint bias and error use each Experiment’s nufitescale (0-60, 0-100, or 0-400)
® The ratio shown for Experiment 4.3 is b[D]/b[H]

4.3.2.2. Partial processing of the 0 placeholder

In the DO block, the regression analyses showetltheunit effect b[U] converged to
gradually lower endpoint values as the SOA incredség. 4.2c). This suggests that, as we
predicted, the ‘0’ placeholder character was pldyt@rocessed as the target unit digit, and that
the degree of this partial processing dependeti@duration of presenting the ‘0’ placeholder.
This effect was confirmed by a repeated measure®WAlon b[U](endpoint) with SOA as a
within-subject numeric factor (F(1,27) = 13B< .001,n% = .34,n1% = .09). No such linear
trend was found in the D# control block (F(1,27).2). The difference between the blocks was
demonstrated using a two-way repeated measures AN@Mo[U](endpoint), with SOA as a
within-subject numeric factor and the block (D#Df)) as a between-subject factor: the SOA x
Block interaction was significant (F(1, 27) = 7.835 .01,0% = .22.0% = .02).
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a Regression results in SOA=0, DO block b Regression results in SOA=0, D# block
1.25 1.25
p<=.05
1.00- 1.00¢
0.75- 0.75f
0.50 0.50
0.25 0.25}
b 0 b 0
0.00 0.00 0.25 0.50 0.75 1.00 1.25

esoA=0 |  Uniteffect, DO block e Unit effect, D# block
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Fig. 4.2. Time course of the effects in Experiment 4.1. This and subsequent plots show the b values of
the regressions (one regression per time point, participant, and condition) on implied endpoints. The b
values were averaged over participants, plotted as a function of time, and compared to zero with t-test
(full dot = significant). (a,b) Time course of the effects in the SOA=0 condition (simultaneous
presentation of the two digits). The decade and unit effects rise together in almost 10:1 ratio, with a
small over-weighting of the units. (c,d) Time course of b[U], the unit regression effect, in all SOA
conditions. (c) b[U] showed an IDLE pattern in the DO block: delaying the unit digit by 33 ms had little
effect on b[U], whereas longer delays caused a linearly-increasing delay of b[U]. (d) In the D# block,
b[U] did not show the IDLE pattern. (e,f) Increasing the SOA created a small decrease/delay in the
decade effect in the D# block but not in the DO block.

b
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4.3.2.3. D0 block: the effect of delaying the unit digit

If the unit digit is processed independently of dleeade digit, delaying the unit digit onset
(extending the SOA) should delay the unit effectfioger movement (b[U]) by the same
amount. Fig. 4.2c clearly shows that this was hetdase: the shortest SOA (33 ms) had no
impact on b[U]; only extending the decade-unit S&®#yond 33 ms created an increasingly
larger delay in b[U]. The b[U] delay, calculateddescribed in Methods, showed this pattern
very clearly (red line in Fig. 4.3). To quantifyetincrease in the delay, we regressed the b[U]
delay by SOA (only SOA > 0 were included). The esgion slope (dashed line in Fig. 4.3) was
1.11 —i.e., beyond SOA = 33 ms, extending the 3@A certain amount delayed b[U] by a

similar amount.
167

133

100

b[U] delay 67
vs. SOA=0 Slope=0.71
33

0} =
0 33 67 100 133 167
SOA
Fig. 4.3. Experiment 4.1: the delay in the unit effect on finger movement between SOA=0 and each
other SOA. The lowest SOA (33 ms) had no effect on b[U], and extending the SOA beyond that created
a linearly increasing delay (IDLE pattern). The dashed lines are regressions of the b[U] delay against SOA
(SOA=0 excluded). In the DO block, this regression has a slope that approached 1.0 and it crosses the x
axis at SOA=35 ms, i.e., extending the SOA beyond 35 ms delayed the unit effect by SOA - 35 ms.

One explanation for this pattern is that the umiargity was not processed as soon as it
appears, but only after a short interval. Thisrwdakis an idle time window in the units
processing pathway. Small delays in the onseteitiit digit would be fully absorbed in this
idle time window and have no impact on finger moeamand larger delays would be partially
absorbed. The duration of the idle time windowhia tinits processing pathway can be estimated
as the smallest SOA that would create a delayenuthit quantification and consequently in
b[U]. We estimated this value as 35 ms, the SOAwbich the delay-per-SOA regression
predicts delay = 0 (Fig. 4.3). This pattern of sy b[U] delay that increases linearly with
SOA, starting from a certain SOA — is hereby refdrto as the “Idle Digit Latency Effect”
pattern (or IDLE pattern in short).
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4.3.2.4. D# block: No IDLE pattern in the unit effect

The results in the control block did not show ahHpattern: the b[U] delay increased more
or less linearly with SOA except a slight deviatimm SOA = 133 ms (Fig. 4.2d and the blue
line in Fig. 4.3). The slope of the b[U] delay [&DA was 0.71 (Fig. 4.3), i.e., the SOA was not
fully reflected in the finger movement. Alternatiyeit is possible that the SOA was fully
reflected in finger movement, but another factortipy canceled this effect — either by
quickening the b[U] effect or by increasing it far regression analysis method, earlier/higher
effects are virtually indistinguishable). We propdiat this other factor is errors in binding the
digits to their decimal roles, as explained next.

4.3.2.5. Errors in binding digits to decimal roles

If a digit is bound to an incorrect decimal roleistmay appear in our task as a bias in the
digit effect on finger movement: if a unit digiti®und to the decade role, it would be processed
with 10 times its real quantity. Conversely, if acdde is bound to the unit role, it would be
processed with/i times its quantity. Extending the period duringiehhthe decade digit
appeared alone on screen may increase the likelitiat the decade digit would be incorrectly
bound to the units decimal role. This should bedhge when increasing the SOA in the D#
block (but not in the DO block). We used two methtml examine this prediction.

The first method was based on the regressionengdr SOA means more binding errors,
and binding errors result in a lower decade eti¢d], then b[D] should continuously decrease
with SOA in the D# block. Assuming that many birglerrors are transient and are eventually
corrected, this SOA-b[D] effect should be obsenved relatively early time window. This was
indeed the case: we analyzed b[D] by SOA in eanh point using repeated measures ANOVA,
with b[D] as the dependent variable, SOA as a niawéthin-subject factor, and the participant
as the random factor. A continuous decrease of bjpFOA in an early time window was
observed in the D# block, during b[D] buildup (4090 ms, F(1,27) > 5.64p < .03,

17 <n?p < .65, .02 1% < .10; Fig. 4.2f). This pattern was not found in @ block in any
time point (Fig. 4.2e, F(1,27) < 28> .14; Fig. 4.2e).

Another method to assess binding errors is basedemtifying potential changes of mind.
We reasoned that the finger direction is domindtedhe decade digit, so a transient binding
error may appear as a change in finger directienabse the finger would first aim according
to the unit digit, erroneously perceived as theade¢and then correct its direction to the decade
digit. An experimental condition with more bindiegors would therefore show more within-
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trial direction changes. We indexed these directit)anges as the number of left-right
accelerations per trial (see Methods). To maxirseesitivity, we analyzed only trials with large
gap between the two digits (|D-kJ$). We predicted that larger SOA’s would yield mwiithin-
trial accelerations. This prediction was confirméte number of acceleration bursts (#Acc)
increased linearly with SOA (repeated measures ANQWth SOA as a within-participant
numeric factor, F(1,27) = 7.3,= .01,n% = 0.21,n%¢ = 0.01). Moreover, in each SOA except
100 ms, #Acc was larger than in SOA=0: paired t-t#87)> 2.4, one-taile¢p < .01, 0.45 <
Cohen’s d < 0.65 (in SOA=100: t(27) = 1.25, ondethp = .11). Neither these patterns was
observed in the DO block, F < 1 and t(Z7).8.

These results indicate that when the placeholdaracter was ‘#’, the decade digit was
sometimes bound to the unit role, and that long@AsSincreased the probability of such an
erroneous binding. Using the ‘0O’ character as platder largely eliminated these binding
errors.

4.3.3.Discussion of Experiment 4.1

Experiment 4.1 presented two-digit numbers in whicé unit digit was delayed by a
variable amount. In the critical block (D0O), whée transient stimulus was always a valid two-
digit number, a clear IDLE pattern was observedhart delay in the unit digit onset (33 ms)
did not delay the unit effect on finger movemenheweas longer delays caused a linearly-
increasing delay in the unit effect. This patteuggests the existence of an idle time period in
the units processing pathway, during which the digit is not yet needed, so its absence has
no impact on the number-to-quantity conversion @ssc Small delays in the onset of the unit
digit (SOA< Tige, WhereTigie denotes the idle time window duration) are fulbgarbed in this
idle time window, so they have no effect on thgénmovement. Larger delays (SOATe)
are partially absorbed, so the unit effect on fing®vement is delayed BYOA - Tae. The
results of Experiment 4.1 suggest thiat ~ 35 ms.

This idle time window resembles the classical psiatical refactory period effect (PRP)
(Pashler, 1984, 1994; Sigman & Dehaene, 2005) hiciwthe processing of task A is delayed
until the processing of a simultaneous task B mmleted. In our case, the unit processing may
wait for the completion of a process triggered iy decade digit: the process is a bottleneck,
and until completed, the unit processing cannoticoa and must wait, hence the idle time
window. While PRP effects typically suggest sepalcessing, note that our findings are also
quite unlike the classical PRP effects in a speaifispect: here, in the baseline condition
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(SOA=0) where all information appears simultaneguble decade and unit effects did not have
a sequential impact on finger movement, but a [@rahpact. We revisit this issue in
Experiment 4.3.

Another finding was that the decade effect b[D]rdased with SOA in the D# block. This
pattern suggests that the decades and units weretistes confused, so that decades were
processed as units (and perhaps also vice veraa)rgason for this to occur could be that the
digits were sometimes bound to an incorrect deciolal The likelihood of these binding errors
was increased by displaying the decade digit abmngcreen for increasing durations, and they
were nearly eliminated when only valid two-digitnibers were presented (as in the DO block).

4.4. Experiment 4.2: Delaying decades or units

A possible concern about Experiment 4.1 is thdb#s not reflect the normal functioning
of the cognitive system: the IDLE pattern may reBoim the experimental design, in which the
unit digit was often delayed but the decade digiswever delayed. This design could have
encouraged serial processing of the decade digpifed by the unit digit. Thus, the observed
idle time window in the units processing pathwagimibe an artifact of the design. To control
for such artifacts, Experiment 4.2 delayed eitlher decades or units with equal probabilities.
This symmetric design also allowed examining whetletaying the decade digit onset would
delay its effect on finger movement, similarly b tcorresponding effect we observed for units.

4.4.1.Method

The participants were 20 adults, aged 26;9 + 4k design was as in Experiment 4.1, but
with different onset times of the digits: each taguld appear either at t=0 or at t=100 ms (2x2
mixed design: a no-delay condition, where bothtdigppeared at t=0, delay decade, delay unit,
and delay both digits). Tach target number betwl€esind 90 appeared twice per condition (648
trials). Like in Experiment 4.1, both X charactetsanged when the finger started moving
(t = 0). In the no-delay condition, they changedniediately to the target (Fig. 4.4a). In the
delay-decade and delay-unit conditions, at t=0 ¢tiydecade or the unit digits appeared; the
other digit changed at t=0 into a lowercase ‘xcelaolder, and after 100 ms to the target. In the
delay-both condition, the fixation changed to “at’t=0, and after 100 ms to the target. The ‘0’
placeholder was not used here because, unlike Exgetr4.1, it would have created an invalid
two-digit number when the unit digit was displayest.
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The trajectory data was analyzed per condition gusie two-stage regression analysis
described in methods, with the SRP predictor medifo match the 0-100 number line length.

4.4.2.Results

Trial-level measures and the general pattern gédtary effects are listed in Table 4.1. In
the no-delay condition (Fig. 4.4b), the decadewanitleffects were similar but there was a small
but significant over-weighting of b[U] relative tofD] in a transient time window — again
imputable to erroneous binding of digits to decinués.

To examine whether the decade quantification dependinit quantification and vice versa,
the regression coefficients of each digit were careg between the four experimental
conditions (Fig. 4.4c-d). We hereby describe tiseilte with respect to each digit.

Comparison between conditions

Delay Delay Delay influence of
“\ Baseline unit decade both decade D
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o XX XX XX XX
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Time
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Fig. 4.4. Experiment 4.2. (a) Task design: 4 mixed conditions. The fixation was ‘XX’. At t=0, each ‘X’
changed either immediately to the target digit, or to a lowercase ‘x’ and after 100 ms to the target digit.
(b) When neither the decade digit nor the unit digit are delayed, their effects build up together and in
almost 10:1 ratio, with slight over-weighting of the unit digit. (c) The decade effect depended solely on
the decade digit onset time, and was almost unaffected by delaying the unit digit. (d) Delaying the unit
onset by 100 ms (no-delay vs. delay-unit) delayed its effect by only ~65 ms (IDLE pattern). Presenting
the unit digit before the decade digit (delay-decade) resulted in an exaggerated unit effect.
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4.4.2.1. Decade quantification

If the decade quantity is processed independenittifeounit quantity, its effect on finger
movement should depend solely on the decade amsetThis was indeed the case (Fig. 4.4c).
Delaying the decade digit onset by 100 ms caussdnaficant delay of about 100 ms in b[D]
(no-delay vs. delay-decade and delay-unit vs.ydietdh in Table 4.2). Conversely, delaying
the unit digit onset by 100 ms only had a minoeetfion the decade effect (no-delay vs. delay-
unit and delay-decade vs. delay-both in Table 4Byus, the decade digit was quantified and
caused a corresponding finger movement as soonagpeared, almost independently of the

unit onset time.

Table4.2. Comparison of regressions effects between comditéirs in Experiment 4.2. The
decade effect was coupled with the decade digitdimee, and was hardly affected by the
unit onset. The unit effect showed the IDLE patt@ffiect delayed by less than the lag in the
digit onset).

Delay between Significant differences between regression lines

Comparisof conditions (ms) When (ms) t(19) 1-tailp Cohen’s d

b[D]

none vs. decade 104 350 1.96 .03 .02
400-700 >2.9 <.004 0.67-3.06

unit vs. both 80 350-700 =>2.5 <.01 0.57 - 2.46

none vs. unit 18 450-700 =21 <.03 0.47-1.48

decade vs. both -8

none vs. both 95 350-700 >2.6 <.01 0.01-0.33

b[U]

none vs. unit 65 400-550 =>1.9 <.04 0.43-0.96

none vs. both 50 450-500 >2.3 <.02 0.04-0.21

& Condition names: “none” = both digits appearet:@t “decade”, “unit”, and “both”
denote delay of the corresponding digit/s.

4.4.2.2. Unit quantification

Experiment 4.1 showed an IDLE pattern in the ufigat following a delay in the unit digit
onset: 35 ms of the delay were absorbed in a patatdie time window, and only additional
delay was observed in finger movement. This patieas replicated here: comparing no-delay
and delay-unit (blue lines in Fig. 4.4d) showed thelaying the unit onset by 100 ms delayed
its effect b[U] on finger movement, and the sizelo$ delay (65 ms, Table 4.2) was smaller
than the visual stimulus delay by 35 ms — an eseglication of the two equivalent conditions
in Experiment 4.1 (SOA = 0, 100) and of the estedatlle time window duration (35 ms).
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Presenting the unit digit before the decade degtifted in an unexpected pattern of results:
extremely high b[U] values. The b[U] differenceween no-delay and delay-decade cannot be
explained as a mere delay — the peak b[U] valuehigiger in delay-decade (peak b[U] = 1.37
at 550 ms) than in no-delay (peak b[U] = 0.93 4 i#3, paired t(19) = 2.35, two-tailed= .03,
Cohen’s d = 1.79). Namely, what we see in the ddigade condition is notdelayof the unit
effect but arexaggerated increada the unit effect. A similar but smaller effecas/observed
when both digits were delayed by 100 ms: the uiféicein the delay-both condition was not
delayed by 100 ms compared to no-delay as expeotedynly by 50 ms. This lower-than-
expected delay can be interpreted as an exaggdvfitédn the delay-both condition, which
appears in the delay analysis as an earlier bflg¢efbecause an earlier and a higher regression
effect are indistinguishable in our regression yses). The lower-than-expected b[U] delay
cannot be interpreted as faster-than-expected gsowe of the full two-digit number in the
delay-both condition, because the b[D] delay wa30~s, as expected.

We explain the exaggerated b[U] effect in the delagade and delay-both conditions is in
terms of digit binding errors: presumably, delaythg decade digit induced errors in binding
digit to decimal roles, thereby amplifying the watigof the unit digit. The effect was the
strongest when only the decade digit was delayedwhen the unit digit transiently appeared
alone on screen, which may have facilitated prongssas a decade digit.

4.4.3.Discussion of Experiment 4.2

The main findings of Experiment 4.1 were replicatiédt, when the two digits of a two-
digit number were presented simultaneously, theluenced finger motion in a near-
synchronous manner, with some overweighting ofuthi¢ digit relative to the expected 10:1
ratio. Second, the effect of the decade digit ddpdronly on its presentation time, irrespectively
of when the unit digit was displayed. Third, detaythe unit onset by 100 ms delayed its effect
on finger movement by only 65 ms, presumably bezdlus unit delay was partially absorbed
in a 35 ms idle time window in the units procesgaghway.

Presenting the unit digit before the decade degulted in a large increase in the unit effect
on finger movement. We interpret this b[U] increaseresulting from errors in binding the
digits to decimal roles: presumably, when the uhgit appeared first, it was more often
processed as if it was a decade digit and quadtifié times its real value, causing the
exaggerated unit effect on finger movement. A eimi[U] increase effect, but smaller, was
observed when both digits were delayed, suggestiag this condition too induced some
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binding errors. The decade-unit confusions may leen symmetric, i.e., it is possible that the
decade digit was sometimes processed as a unit(itideed, in Experiment 4.1 we observed
binding errors via the decade effect). However dfiect of binding errors on the decade digit
is harder to measure, because it is 10 times snth#a their effect on the unit digit.

4.5. Experiment 4.3: Three-digit numbers

The IDLE pattern indicates the existence of a bo#dtk process that causes an idle time
window in the units processing pathway. What cdhbld process be? The apparently simplest
explanation seems to be sequential processingedfiitiits: if the units can only be processed
after the decades, this would create an idle tirmelew in the units processing pathway. If
correct, this explanation would extend previouslifigs on sequential processing of digits in a
multi-digit number: sequential effects were prewlgureported in number comparison and
number reading, but only for numbers with 4 digitanore (Friedmann, Dotan, & Rahamim,
2010; Meyerhoff et al., 2012), and in one case fals8-digit numbers (in a number comparison
task, Bahnmueller, Huber, Nuerk, Gobel, & Moel@d15).

However, the sequential-processing view has a nilgar. it predicts that when decades
and units are presented simultaneously, the desffelet on finger movement should precede
the unit effect. This was not the case: in sim@tars presentation, the decade and unit effects
consistently build up in parallel (Fig. 4.2a,b, Fig4b, and Chapters 2, 3). To explain this
parallel pattern, the sequential-processing viewldcassume the existence of another factor,
which masked the decade-unit delay: binding errghsgch increase the unit effect and decrease
the decade effect, could cause a virtual nega@aydetween the decade and unit effects. By
pure coincidence, this virtual negative delay cdwgpen to be of the same size as the decade-
unit delay, in which case the two effects wouldatlyacancel each other.

Such a coincidence, replicated in so many expefisne@ems unlikely. Nevertheless, to
examine this further, we ran the task with 3-digitmbers, with simultaneous presentation of
all digits. The coincidence interpretation, whicesied unlikely for 2-digit numbers, seems
even more unlikely for 3-digit numbers. Thus, i&tbarallel effects of decades and units in the
simultaneous-presentation condition were coinciemte can expect the coincidence to cease

here: the regression effects of the hundreds, @scaehd units should not overlap each other.
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4.5.1.Method

The participants were 20 right-handed adults, &%tl0+ 4;1. The task design was like in
the previous experiments, but here all digits as\aypeared simultaneously at t=0. The number
line ranged from O to 400, and each number betWesmd 400 was presented once.

We applied the same regression analysis methota& athis time with 5 predictors: the
unit digit U, the decades D (0, 10, 20, ...), thednads H (0, 100, 200, 300 or 400), the previous
target N-1, and the spatial-reference-point-basasd tonction SRP, modified to match the 0-
400 number line length.

4.5.2.Results and Discussion
1.50

1.25¢

1.00

Decades

0.75

0.50+ Ref points
/fzf***dH

0.25 et

OF ¢

0.00 0.25 0.50 0.75 1.00 1.25
Fig. 4.5. Regression results of Experiment 4.3 (3-digit numbers, simultaneous presentation of all digits).
The hundred and decade effects build up in almost exact parallel, replicating the findings of two-digit
numbers. The 3-digit design implies that unit-hundred binding errors would have a strong effect on the
unit digit (1:100), and indeed the unit effect is over-weighted here more than in the two-digit case.

The trial-level measures and the general pattetraggctory effects (Table 4.1) resembled
the previous experiments, but the finger was slolhare by about 20% than in previous
experiments, suggesting that the task is morecdiftfifor 3-digit numbers than for 2-digit
numbers. Crucially, the effects of the two leftmaigiits (hundred and decade) built up in almost
exact parallel, with a transient small overweightiri the decade digit (Fig. 4.5), replicating the
decade-unit parallel buildup observed in previayseements. The unit effect was higher than
the decade and hundred effects during a transieet window, suggesting again a certain
degree of binding errors. The effect of bindingesron the unit effect was unsurprisingly much
larger here than in experiments with two-digit n@rs) because each unit-hundred binding error
results in processing the unit digit with 100 tintsseal weight.

The almost perfect alignment of the hundred ana@deeffects is hard to reconcile with the
sequential-processing view. This view must now aeesthat the virtual delay caused by binding
errors was exactly identical not only with the réetade-unit delay in the previous experiments
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but also with the delay between the hundred anddtedigits in the present experiment. Such
coincidence seems hardly plausible. The resultsetbee strongly suggest that a purely
sequential processing of the digits is not the brptanation. Rather, the quantities provided by
the different digits appear to feed finger movemargarallel, yet — as shown in the previous
experiments — with a small idle time during whidte tunits can be delayed without any
consequence on behavior. In the General Discus&lany, we present a model that formalizes
those hypotheses and can account for the results.

4.6. Discussion of Chapter 4

4.6.1.The properties of number-to-quantity conversion processes

This chapter examined how the decade and unitsdigiti two-digit number interact when
transforming the number to quantity. We used a rerads-position mapping task, which forces
the participants to convert the digit string to woity, and we monitored the finger trajectories
to get an insight into the temporal dynamics of tuantification process.

The main findings, which any theory of number coel@nsion should account for, can be
summarized as follows. Firstvhen decades and units were simultaneously prasetiteir
effects on finger movement built up in parallglth a small over-weighting of the unit digit
relative to the expected decade-unit ratio of 1&é&cond,the timing of the decade effect
depended only on the decade didgetlaying the presentation of the decade diginbynduced
an identical delawt in the effect of the decade quantity on fingerveraent. Delaying the
presentation of the unit digit hardly modified tHecade effect on finger movement. Third,
unlike the decade effedhe timing of the unit effect depended on bothtsli§ielaying the unit
digit by up to about 35 ms had almost no effectioger movement. Delaying the unit digit by
At > 35 ms induced a delay in the effect of the gaintity on finger movement, and the size
of this delay was smaller thaxt by about 35 ms. Lasthe relative weighting of decades and
units was sometimes biasetinposing a decade-unit onset discrepancy resulie@n
amplification of the amplitude of the unit digit ddncorrespondingly, a reduction in the
amplitude of the decade digit. These weightingrerveere largest in Experiment 4.2 and in the
D# block in Experiment 4.1, where the two-digitatius was preceded by a transient single-
digit number.
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In turn, these findings afford several conclusions:

1.

Immediate processing of the decade digit. The finding that the decade effect depended
solely on the decade digit onset time indicatesttidecade digit is processed as soon as
it appears, without having to wait for the unitithg This means that the quantity system,
and the decision stage following it, operate amticuous integrator of the information
carried by the various digits. In particular, whte decade and unit information become
available at different times, the finger aiming ¢amninitially guided by just the decade digit
and be corrected later, when the units informatisives. The trajectory-tracking paradigm
is therefore sensitive enough to track the times®of the processing of the two digits with
a high temporal resolution. This continuous natfranovement programming, and the
ability to capture it with finger tracking, is sumped by several other studies, both with
continuous spatial response like here (Pinheirog@baet al., 2017; Chapter 5) and with
binary responses (Dotan et al., 2017; Finkbeinaf.e014, 2008; Finkbeiner & Friedman,
2011; Freeman, Dale, & Farmer, 2011; Santens eP@l1; Song & Nakayama, 2008a,
2008b, 2009).

This finding clearly refutes any model that assumessgle decision point for movement —
in particular the lexical model, which postulatiesttthe entire two-digit string is recognized
and mapped to a whole-number quantity, and themwadel, which postulates that the finger
deviates only after both digits were quantified ametged. Such models cannot account for
the finding that in some conditions, the fingesfimoved according to the decade quantity
whereas the unit effect kicked in later. This dépamcy between the decade and unit effects
implies either a continuous updating or, at lesb, movement decisions, one based on the
decade and another based on the full two-digit rermb

Idle time window in the units processing pathway. The unit effect showed a completely
different pattern: any lag aft in the unit digit onset time resulted in a detdyt - 35 ms

in the unit effect, and a lag smaller than 35 mssed no delay. This indicates that the
pathway for processing the unit digit containsdia time window of approximately 35 ms,
during which the unit digit appears to be waitiogthe end of a bottleneck process initiated
by the decade digit. Below, we propose a modelgpatifies what this process might be.
The pattern of the unit effect clearly shows thia¢ tdigits are not processed fully
independently and in parallel, as proposed by #rallel-decomposed model presented in
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the Introduction. If this were the case, the uigitdhould have been processed immediately
as it appeared, with no idle time window, and aselad in the unit onset would be fully
reflected in its effect on finger movement.

Errorsin binding digits to decimal roles. In our experiments, all stimuli were two-digit
numbers. When the transient stimulus was a singiie+ftimber, we observed a bias in the
weights of the digits — decades were underweigatetunits were overweighed — and this
bias increased as a function of the duration gfldisng the single-digit transient stimulus.
Our interpretation of this pattern is that the akcand unit digits are sometimes bound to
incorrect decimal roles. Thus, the decade digsbisietimes processed as units, withits
weight, and correspondingly the unit digit is soimets processed as decades, with 10 times
its weight. These binding errors are facilitateddigplaying a digit alone on screen rather
than as part of a two-digit number.

Parallel decade and unit processing in ssimultaneous presentation. When the digits were
presented simultaneously, they contributed to trentity in parallel and in 10:1 ratio. This
finding is extremely robust — it was observed inesal experiments with two-digit numbers
(here and in the previous chapters), and even leettie hundred and decade digits of three-
digit numbers (Experiment 4.3). The unit digit vigsically slightly overweighed relatively
to the decade digit, suggesting perhaps that seaed of binding errors existed even when
the digits were displayed simultaneously.

The existence of binding errors could have cond#waupported the possibility that
decades and units are actually processed serg&diyal processing should result in serial
effects on finger movement — first the decade &fféden the unit effect — but this serial
pattern could be masked by binding errors: suabrgincrease the unit effect relatively to
the decade effect, making the unit effect appedieegbecause in our regression analyses,
a larger effect is almost indistinguishable fromeanmlier effect). However, our data is not
in good agreement with this serial-processing mddeinplete masking of the serial pattern
would require that the virtual delay, induced byding errors, would have exactly the same
duration as the real delay, induced by serial Esiog. To accommodate the robust finding
of parallel effects of the different digits, a sfprocessing model would have to explain
why the real and virtual delays consistently halentical durations, in two-digit and three-
digit numbers. At present, we see no such explamati
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This remarkable degree of coordination between dkeand units is a robust finding in
expert readers, yet apparently it is not a trigkality for the quantification system. Children,
even not very young ones, show a completely diffepattern. In the previous chapter, we
described the performance of" grade children in the number-to-position task with
simultaneous presentation of the two digits (Sec8d.1). We observed a discrepancy of
50-100 ms between the decade and unit effectsngerfimovement, suggesting that the
children were processing the digits serially, firet decades, then the units. Thus, even after
learning to read multi-digit numbers, the cognitsystem may require several more years
to develop its full ability to process the digitsparallel and weight them correctly relative
to each other. Furthermore, this ability can beairgul following a brain damage, making
an adult exhibit the serial pattern typical to drein (Chapter 9).

Methodologically, the present data joins severatlists in showing the ability of finger
tracking to dissect the temporal aspects of cogmiprocesses, in particular when using
manipulations that change the stimulus during @ {iDotan et al., 2017). Finger tracking
therefore has the potential of becoming a usefdisample behavioral tool to dissect cognitive
processes temporally, and may even provide sufficiecuracy to serve as a diagnostic tool for
single individuals (Chapter 9). At the same tinhe, present study also demonstrates a limitation
of this paradigm: it confounds time and space, shahan earlier effect on the finger movement
is almost indistinguishable from a larger effect the finger movement. In our task, this
limitation confounded the effects of delaying aidand of binding errors. In the future, newer
analysis methods may perhaps be able to addresdirthiation (e.g., single-trial analyses,
Dotan et al., 2017).

4.6.2.A revised model of number-to-quantity conversion

Our findings refute all the number-to-quantity cersion models presented in the
Introduction: the lexical model, the parallel-degmsed model, and the max model. To account
for the data, we propose the following hypothetioaddel of number processing (Fig. 4.6). This
is an enhancement of the model we proposed in €n8ptwhich referred to several stages in
the number-to-position task (symbol identificatiohthe digits, quantification, decision, and
pointing), and proposed a detailed Bayesian mofieh® decision stage. The present data
suggest a more refined model of the first two fagientification and quantification, during
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which subjects must convert the digit shapes ogestinto a representation of the corresponding
guantity.
a Simultaneous presentation of all digits b Decade delay

Whole-number

222 antit
nlz—l Y C Small unit delay

Decision & Movement

:

A\ 4

time

d Large unit dela
Visual identification of: [ digits length & y

Syntactic frame initiation

F=l Idle time window

B Binding to decimal role & quantification
B Whole-number quantity

B Decision on target location, finger movement

Fig. 4.6. Proposed model for two-digit number comprehension. The appearance of the leftmost digit
triggers the identification of number length (light blue) and the subsequent formation of a syntactic
frame (yellow). In parallel, the two digits are visually identified (dark blue). The formation of the
syntactic frame imposes a bottleneck: while the frame is being created, the processing of digits is idle
(grey). This idle time window lasts about 35 ms. Once the frame is ready, each digit can be assigned to
a decimal role, quantified accordingly (red), and merged into a whole-number quantity representation
(green), which continuously feeds the decision process that drives the finger movement (purple). Each
panel illustrates how the predicted delays arise in each stimulus condition: (a) When the digits are
presented simultaneously, they simultaneously integrate into the whole-number representation and
affect the finger movement. (b) Delaying the decade digit onset by At delays the syntactic frame
initiation, and consequently should delay the quantification of both digits by the same At. In our
experiments, the unit delay in this case was masked by a large overarching effect of unit amplification,
which we attribute to an erroneous assignment of digits to their decimal roles. (c) Short delays (At < 35
ms) in the onset of the unit digit of a two-digit number do not affect the syntactic frame creation, so
they are fully absorbed by the idle time window and have no effect on finger movement. (d) Longer
delays in the unit onset are partially absorbed by the idle time window, so the unit effect is delayed but
by less than At.

A two-digit number must be initially processedas independent shapes, because the two
digits are projected to distinct retinotopic locas. At some point, however, the system must
stop processing the digits independently and diwedntto distinct roles, one being the leftmost
decade digit (worth 10) and the other being thitrigpst unit digit (worth only 1). This process
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is not trivial because the absolute location ofdiggts may vary relative to the fixation point,
and indeed the order of digits is encoded by acd¢ell process (Friedmann et al., 2010;
Chapter 7; for an analogous distinction in worddreg, between spatial location of letters and
their within-word positions, see Dehaene et alQ40The digit identities, their relative order,
and the number of digits are sufficient informatii@nassign each digit its decimal role as
decades or units. We propose that this is dondrimirtg the digits to ayntactic frameof the
multi-digit number. The term “syntactic frame” icancept borrowed from models of digit-to-
verbal number transcoding, where it was found melisable to account for the errors made by
various patients with brain lesions (Cohen & Delegad®91; McCloskey, 1992; McCloskey et
al., 1986). Here, it refers to a mental represemadf the structure of the multi-digit number
that takes into account its overall length, butyettthe specific digit values. The syntactic frame
of a single-digit number has one placeholder ‘at, the unit quantity; the syntactic frame of
two-digit numbers has two placeholders, ‘d’ for ttezade quantity and ‘u’ for the unit quantity;
and so on. After the syntactic frame was createg. @&6a, yellow), the digits, which were
visually identified (dark blue), are assigned dedimoles by binding each digit to the
corresponding placeholder in the syntactic franmg, uantifying the digit according to this
decimal role (red): the value of the ‘d’ digit isterpreted as a decade, i.e., multiplied by 10
compared to the value of the ‘u’ digit. The peridiguantities are combined into a whole-
number quantity (green) and fed to the decisiorgss that determines the target location and
eventually drives the finger movement (purple).

The selection of an appropriate syntactic frameuireg knowing how many digits the
number has. The model postulates that this infoomas extracted by a dedicated number-
length encoder process (Fig. 4.6a, light blue gplhich is a part of the visual analyzer of
numbers. The number-length detector is thoughetorie of several processes that encode the
number’s decimal structure even before specifidgligere identified. When reading numbers
aloud, this quick identification of the number sture allows the verbal system to prepare itself
for saying a verbal number with this structure (ol Dehaene, 1991; Chapter 7). The same
idea may apply here: quick identification of themher structure (its length) is needed to initiate
the appropriate quantity syntactic frame as fasp@ssible so not to delay the subsequent
processing stages.

Our model assumes that decades and units can beespenl asynchronously and
independently at all stages, except a single lmatte point — the creation of the syntactic frame.
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Crucially, the identification of number length, aoonsequently the initiation of the syntactic
frame, is triggered by the decade digit in the thigit number (or, more generally, the leftmost
digit in numbers of arbitrary length). This expswhy any delay in the decade digit impacts
on the syntactic frame initiation and consequentiythe binding and quantification of both
digits (Fig. 4.6b). Assuming that the syntactiarimtakes about 35 ms to form, the model can
also account for the IDLE pattern in two-digit nuendx a short delay (< 35 ms) in the visual
presentation of the unit digit has no effect (Higic) because this delay is entirely absorbed by
the contemporaneous formation of the syntactic érafs a result, the timing of the unit
quantification process remains unchanged. Onlylayds At > 35 ms in the unit digit onset is
large enough to make the visual identification pgscend after the syntactic frame initiation,
thereby delaying the unit quantification By — 35 ms (Fig. 4.6d). Importantly, the number
length detector does not rely on the unit digitwdwer, it may rely on identifyingny digit in

the unit position, so the process may break dowteast occasionally, if the unit position is
occupied by a non-digit placeholder. This may explehy the IDLE pattern was not observed
in the D# condition in Experiment 4.1.

Our model may settle a long-lasting debate aboetkdr the quantity representation of two-
digit numbers is holistic or decomposed. Some stidrgued that a holistic quantity of the two-
digit number is created (Dehaene et al., 1990uBit& Algom, 2006; Reynvoet & Brysbaert,
1999; and Chapter 2), whereas others argued fangeesed single-digit quantities (Meyerhoff
et al., 2012; Moeller, Fischer, et al., 2009; Nu&Willmes, 2005). Our model reconciles these
views: each digit is first processed independeatly quantified separately, but the per-digit
guantities are immediately merged to a whole-nungb@ntity representation.

4.6.3.Conclusion

Our data suggests that converting multi-digit nurelte quantity involves a mixture of
serial and parallel processing. On one hand, twasea bottleneck process that imposes serial
processing. On the other hand, all other stagemes#é¢o process the digits in a parallel and
asynchronous manner, both before and after thdebhettk — i.e., not only in the visual
recognition of digits, but even in the deeper pssaay stages of conversion to quantity. This
remarkable degree of parallel processing is neiatriand indeed it apparently takes years to
develop (Section 3.5.1). Future studies may ingaggi its stages of development, as well as
whether certain kinds of input are needed to fatdithis development.
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5. Tracking the mental updating of Bayesian priors’

Abstract. This chapter focuses on the decision-making processes involved in a number-to-position
mapping task. Bayesian theories of decision making predict that optimal decisions are reached by
starting from a prior probability distribution, acquired from previous trials, and then updating it
according to the specific evidence received on the current trial. Here, using our trajectory-tracked
number-to-position task, we provide direct behavioral evidence that human decisions unfold in this
order. We manipulated either the prior, via the distribution of target numbers in an experimental
block, or the initial finger direction. In both cases, the finger first pointed in the instructed direction,
then to the inferred prior, and finally to the trial-specific target. During the intermediate stage, pointing
to the prior was observed even when it implied transiently deviating away from the target. This pattern
fits a Bayesian model where decisions are initially driven by prior knowledge and only then by the trial-
specific evidence.

5.1. Introduction

Hundreds of times a day we need to choose oneneatimng several possible. The last two
decades have seen major advances in our underggaoidihe cognitive and neural processes
involved in simple decision making, and in our @pito account for simple decisions with
formal mathematical models (Glimcher, 2003; GoldSkadlen, 2007; Kiani, Corthell, &
Shadlen, 2014; Ratcliff & McKoon, 2007). Such madebnsider that humans decisions are
close to the normative optimum provided by Bayes&asoning. They assume that the subject
maintains a likelihood for each possible decisiatcome (Barthelmé & Mamassian, 2010;
Knill & Pouget, 2004; Smith & Ratcliff, 2004), armbntinuously updates these likelihoods by
accumulating evidence arising from the stimulugjl un decision criterion is met (Gold &
Shadlen, 2002; Kiani, Hanks, & Shadlen, 2008; LaV&ng, 2006; Ratcliff & Rouder, 1998;
Roitman & Shadlen, 2002). Neurophysiological reaogd strongly support this model of
decision making (Gold & Shadlen, 2001; Kopp, 200gberberg, Fetsch, & Shadlen, 2016).
The activity of neurons in prefrontal parietal extappears to build over time, with a slope
monotonically related to the available evidencetaup threshold level, as expected under the
hypothesis that they encode the likelihood or ik@bd ratios of the decision outcomes (Kiani
& Shadlen, 2009; O’Connell, Dockree, & Kelly, 20Bhitman & Shadlen, 2002). Furthermore,
stronger activity, presumably reflecting sharpestrihution of likelihoods, results in higher
confidence in the decision (Kiani & Shadlen, 2009).

° This chapter has supplementary material in AppeBdi
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Chapter 5. Tracking the mental updating of Bayepigors

One of the pillars of the Bayesian framework, dreltbpic of the present study, is the prior.
Even before any evidence is obtained, Bayesiasiediheory dictates that we should entertain
a prior distribution of likelihoods, based on owasp experience and expectations. Evidence
accumulated about the specific situation at haadwally modifies the prior, and it becomes a
posterior distribution likelihoods. This formulatigoredicts that in a task with continuous
response, the behavior within a trial should beally governed by the prior and only later by
the posterior.

In line with the Bayesian notion of a prior thabesed on past experience and expectations,
pointing studies showed that the location wherepdgicipant pointed at was affected by the
distribution of stimuli in the experiment (Cicchiet al., 2014; Kording & Wolpert, 2004).
Decisions are also affected by the recently-presestimulus (Abrahamyan, Silva, Dakin,
Carandini, & Gardner, 2016; Cicchini et al., 2014pwever, the use of end-of-trial measures
limited the ability of these experiments to resollie inner dynamics of a trial. The present
study specifically explored this point: it examinetiether, within a trial, the effect of prior
occurs before the effect of the trial-specific &r¢the posterior). Discovering such temporal
dynamics would provide further support to the Baeénterpretation of decision tasks.

We examined this prediction with the number-to-posimapping task, which is a simple
decision task. As in the previous chapters, werdgmbthe finger pointing throughout the trial
and examined the factors that affected the pointirdifferent temporal stages.

In Chapter 3, we proposed a full Bayesian accofinh® number-to-position task. This
model assumes that the participants maintain kieéihiood for each possible target location. In
each trial, the likelihoods are initialized to aoprinferred from the distribution of previous
target numbers in the experiment. Then, theseili@etls are gradually updated according to
the present target, with the finger movement réfigcthis gradual update (Section 3.7.2; see
also Cicchini et al., 2014). In the experimentscdeégd in the previous chapters, where the
distribution of stimuli was flat, we observed atpat consistent with this model: the finger
initially moved towards the middle of the numbarelj which is the expected target location
given a flat prior. During this stage, the fingeasvadditionally affected by the numbers
presented on previous trials, with exponentiallgrdasing influence of trials N-1, N-2, N-3,
etc. Mathematical modeling showed that these figgliwere in prefect agreement with the
notion of a Bayesian prior that gets updated bgmemformation and gradually forgets older
information (Abrahamyan et al., 2016; Chapter 3).
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Chapter 5. Tracking the mental updating of Bayepigors

Nevertheless, pointing towards the middle cannotaken as an unambiguous marker of
prior-driven behavior. It could be simply attribdtéo the task’s motor instructions, which
prohibited pointing sideways at the beginning t¢ria. To address this confound, we designed
two experiments that dissociate between the fidgection implied by the prior distribution of
numbers, and the initial pointing direction givey the instructions. In Experiment 5.1, the
instruction required initial pointing to the middt# the line, but the distribution of target
numbers was biased towards small, average, or langders in different blocks, therefore
inducing a prior biased to the left, the middle tloe right of the number line. Conversely, in
Experiment 5.2 the prior was constant (a fixed,dlatribution of target numbers), but the initial
pointing direction was manipulated by explicitlystructing participants to start each trial by
pointing left, middle or right. Bayesian theory @ies that in both experiments, finger
movement would be governed first by the instrugieshting direction, then by the prior, and
finally by the trial’'s target number. Counterintuély, this model also predicts that on trials
where the instructed direction pointed straighhattarget, but the prior differed, subjects would
transiently deviate away from the target in ordea¢commodate the prior.

5.2. Method

5.2.1.Participants

Participants were right-handed adults with no reggzbcognitive disorders, with Hebrew as
their native tongue, and were compensated for gyaation. There were 18 participants in
Experiment 1 (mean age = 25;1, SD = 2;4) and 2dggzants in Experiment 2 (mean age =
26;3, SD = 4;1).

5.2.2.Procedure

We used the number-to-position task described ep@r 2, with a 0-100 number line. Each
experiment included 3 blocks, administered in randurder, with 202 trials per block. In
Experiment 5.1, unknown to the participants, eaohdtion (block) had different target
distribution (Fig. 5.1a): flat (equal probabilitgrfall targets); biased to large numbers (each
target appearefB talrget] times, and O appears once), or biased to smalbatsn(a mirror

00
symmetry of the large-number condition distribujioBach condition was preceded by 21

calibration trials, in which the target numbers eveelected (with flat distribution) from a biased
range — 0-42 (in the small-bias block), 58-10Qlf& large-bias block), or from the whole range
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0-100 (in the flat block). Calibration trials weaémed to reset the prior bias according to the
experimental condition and to override any potérgiégor from previous blocks. They were
administered as part of the block but not analyzed.

a Experiment 5.1: biased prior (in different blocks)

More More
small numbers unbiased large numbers
Trials per 3 3 3
target 2 2 2
1 1 1
0 100 0 100 0 100

Target number

b Experiment 5.2: biased initial direction (in different blocks)

V

Fig. 5.1. Logic of the experiments dissociating Bayesian prior from initial finger direction.
(a) Experiment 5.1 manipulated the Bayesian prior by setting different distribution of target numbers
per block. The initial finger direction was straight up in all blocks. (b) Experiment 5.2 used a fixed prior
(flat distribution of target numbers) and manipulated the finger initial direction across blocks.

In Experiment 5.2, all conditions had a flat distion of targets, and they differed only in
the finger initial direction (Fig. 5.1b): the paipants were explicitly instructed to start each
trial with movement towards the left end of theel{icorresponding to target O; the start rectangle
was tilted 30° to the left), to the middle of tiveel (corresponding to 50: straight start rectangle)
or its right end (corresponding to 100; start negte tilted 30° rightwards).

5.2.3.Data preprocessing and trajectory analysis

The data was preprocessed as described in SecBom@analyze trajectories we used the
two-stage regression method introduced in ChapteWihin each experiment, all three
conditions were analyzed together. One regressamruan per participant and time point in 50
ms intervals on the implied endpoints. The predgteere the target number (denoted N), the
target number of the previous trial (denoted “N;HN)d the Condition. In Experiment 5.1, the
Condition predictor was the average target number lpock (42.5, 50, or 57.5). In
Experiment 5.2, Condition was the initial directi@) 50, or 100). In Experiment 5.1, we also
included the targets of preceding trials (N-2 td0)-as additional predictors, to account for
possible correlation between them and the Condgredictor. Furthermore, in Experiment 5.1,
to avoid statistical biases due to between-condiifferences in the number of trials with each

122



Chapter 5. Tracking the mental updating of Bayepigors

target number, only one trial per target was inethdn the regression analysis (the last
occurrence of each target number).

5.3. Results

5.3.1.Experiment 5.1: Manipulating the prior

Visual inspection of the trajectories suggested tberticipants were sensitive to the
distribution of target numbers: in the two biasembp conditions, the trajectories were
transiently biased leftwards or rightwards (Fi@&), a pattern that was observed even on single
trials for some participants (Fig. 5.2b). To quittiis pattern, the trajectory data was submitted
to the two-stage regression analysis described ethdtls: on each time point, the implied
endpoints were regressed against the Conditionn@tefas the average target per block), the
target number, and the target of the 10 previaatst(N-1 to N-1). This analysis revealed a
succession of three effects (Fig. 5.2c): in thar@gg of a trial, only the constant factor had a
strong effect (blue curve), indicating that thegen aimed towards a more or less constant
direction — the middle of the number line. This stamt factor immediately started declining
and completely disappeared by 500 ms post stimuhget. In parallel, the finger movement
became governed by the Condition factor (red curle¢ Condition factor peaked at 400 ms,
and started declining as the finger direction bexatominated by the trial-specific target
number (green).
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a b Sample raw trajectories of one participant
More small numbers More small numbers More large numbers
/ 7 3842465054 562 3842465054 51 62
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Fig. 5.2. Results of Experiment 5.1, which manipulated the distribution of target numbers across blocks.
(a) Average trajectory per target number in each condition. The condition-induced bias is clearly visible
in the early trajectory parts. (b) For some participants, the condition-induced bias can be observed even
in single trials. (c) Results of regressing implied endpoints against the present and 10 previous target
numbers and the per-condition average target. The per-participant mean b values are plotted as a
function of time (full dot = t-test significantly higher than 0). Shaded areas show one standard error
below/above mean. b[const] is divided by 50, so b=1.0 corresponds with the middle of the line. The
colors denote how the effects can be grouped to three sequential stages: instruction-driven (blue) —
distribution-driven (red) — trial-driven (green). The inset in the bottom panel shows the mean b value
over the interval 0-600 ms for the predictors of the 10 recent targets.

Importantly, although the Condition predictor céated with the target numbens= .32),

its effect could not be reduced to an effect ofrdeent target numbers, because it was significant
although the regression model included the 10 tet@get numbers. The Condition effect
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therefore reflects a genuine effect of the blockesiic distribution of targets — namely, an effect
of prior. Parallel to the Condition effect, thedar was additionally affected by the target of the
previous trial (N-1) and, to a smaller extent, by targets of several trials farther back (bottom
panel in Fig. 5.2c), in accord with the findings@mapter 3. The Condition and recent-trials
effects rose and declined in similar time windossggesting that they resulted from a single
cognitive process — the Bayesian prior. Thus, tiee pvas not solely affected by the long-term
distribution of targets, but also leaned towardasttrgets presented recently. The recent-targets
effect decreased exponentially for trials fartheck (Fig. 5.2c inset) — the exact pattern
predicted under the hypothesis that the prior @ned from accumulation of evidence over
trials, with some forgetting of older informatioseg Section 3.7.2).

The pattern of results agrees with the three-staggesian process described in the
Introduction: pointing to a default initial direoti (blue); pointing according to the per-
condition distribution of target numbers, i.e., @cting to a Bayesian prior (red); and pointing
to the estimated location of the target number, aecording to a Bayesian posterior (green).
These three stages affected the finger sequentihltyeffect of each stage started declining
around the same time as the next effect startezhdstg.

5.3.2.Experiment 5.2: manipulating the finger initial direction

In this experiment, participants were instructaddfdifferent initial finger direction in each
block. Visual inspection of the average trajectosaggested that the participants complied with
this instruction (Fig. 5.3a, Fig. B.1). Strikinglgjngle-trial trajectories suggested that, as
predicted, in an intermediate stage, participaniskiy returned to pointing towards the middle
of the number line, which is the direction implied the prior in this experiment, even when
this movement transiently carried the fingerayfrom the target (Fig. 5.3b). For instance, when
the target number was close to zero, and the etgtruwas to initially point towards 0, the
trajectory was not an optimal straight line, bueafdeviated transiently towards the middle of
the line.

125



Chapter 5. Tracking the mental updating of Bayepigors

a b Sample raw trajectories of one participant
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Fig. 5.3. Results of Experiment 5.2, which manipulated the finger initial direction per block. (a) Average
trajectory per target number (over all participants) in each condition. Clearly, the participants complied
with the instructed initial direction. (b) Single trials clearly show that some participants transiently point
towards the middle of the line, even when this drove the finger away from the target number. (c) Time
course of the effects (same plot type as Fig. 1c). Here the predictors were the target number of the
present and previous trials (N-x) and the per-condition initial direction (0, 50, or 100). The order of
effects is the same as in Experiment 5.1 (instruction — prior — target), even if here they are reflected
by different predictors.

To evaluate the significance of this pattern, tajaes were submitted to a two-stage
regression analysis where the implied endpointgwegressed against the Condition (the initial
direction), the target number, and the target ef phevious trial N-1 (see Methods). As in
Experiment 5.1, three successive effects were vbddFig. 5.3b). In the early trajectory parts
(blue), the finger direction was dominated by th&tiucted initial direction (left/right/middle).
This effect quickly declined, and completely diseaged by 550 ms. In parallel, starting from
~200-250 ms, the finger started moving towardsedfidirection (Constant effect, red color) —
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presumably the middle of the line — and was additily affected by the previous trial. As in
Experiment 5.1, the two predictors of this middiage unfolded with a similar time course,
suggesting that they originated in a single cogaifirocess. Their peak was at 400 ms, and then
they declined as the finger direction became dotathhy the target number (green).

This temporal organization again suggests threesemriive stages of pointing, first
according to the initial direction (blue); then amding to a Bayesian prior, which in this
experiment is a constant direction with an adddlaifect of the previous trial (red); and finally
to the estimated location of the target numberegye

5.4. Discussion of Chapter 5

We start by summarizing the results. In two differexperiments, the factors affecting
finger movement could be separated into three ssoee stages, which both imply the same
succession of cognitive stages and similar dynar(agdnitially, the finger pointed to a default
direction (peak = 0 ms; end = 500 ms), whetherdivisction was fixed (in Experiment 5.1) or
varied according to instructions (in Experiment)5.) Very quickly, the finger deviated
towards the mean of the distribution of target narabin the experimental block, as predicted
by Bayesian decision making models. In Experimendt Bhe distribution was condition-
dependent, so we observed a Condition effect inréggession. In Experiment 5.2, the
distribution was flat in all conditions, so the regsions showed a contribution of the constant
term, corresponding to a strategy of pointing talgathe midline. At this stage the finger was
also influenced by targets presented in the regast. (c) Finally, from 350 ms on, the finger
started deviating towards the target number optlesent trial.

Importantly, each of our experimental manipulatiaffected just one of these processing
stages. In Experiment 5.1, manipulating the diatrdn of target numbers affected stage (b) but
not stage (a), whereas in Experiment 5.2, manimglahe default direction affected stage (a)
but not stage (b). Neither manipulation affecteyst(c). This disordinal interaction indicates
that the three stages of finger movement reflaeiethlistinct stages of cognitive processing.

A striking result of Experiment 5.2 is that panpants reverted to the prior even on trials
when this behavior transiently led their finger swieom the target number (Fig. 3b). While
such behavior may seem suboptimal, Bayesian thilyy account for its occurrence and
explains why pointing towards the prior is an effit strategyon average as long as
information about the target is still absent, thisategy minimizes the average error or and
therefore reduces the average distance to futtgetteocation. More precisely, pointing towards
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the mean minimizes the average quadratic errofdevglinting towards the median minimizes
the average absolute distance. The present dat@tcdistinguish between these possibilities,
but subtle manipulations of the shapes of the misiributions might be able to address this
point in the future.

Interestingly, during stage (b), the finger direntiwas affected by both the average
distribution of targets (long-term prior) and bygets presented in the recent past. Those
findings indicate that the prior is partially bas@da long-term mean, and partially based on an
exponentially decreasing update based on the fiisfaecent targets. During the intermediate
stage (pointing by target distribution), the fingeas additionally affected by several recent
target numbers. The size of this recent-trialsatftiecreased exponentially for trials farther
back, replicating our previous findings (Fig. 3.B%. time course unfolded in almost perfect
temporal alignment with the time course of the loagn prior (Condition in Experiment 5.1,
Const in Experiment 5.2), thus strongly suggestivad both effects originate from the same
processing stage — pointing to a Bayesian priateda, previous mathematical modeling has
demonstrated how this exponential pattern can amisemathematical model where the prior
gets partially updated by new target numbers, witter targets gradually being forgotten
(Abrahamyan et al., 2016; Section 3.7.2).

Several alternative interpretations of the restds be ruled out. First, the findings cannot
be explained by a model that assumes a singleidegmint per trial, because we clearly
identified several successive direction changeg;were sometimes observed even in single
trials (Fig. 5.2b, 5.3b). By the same argumenydintrajectory does not result from a single
decision-to-move, but seems to be continuouslyieithe progressive accumulation of evidence
arising, first from the prior, then from the targeideed, in studies where the decision was based
on sequentially presented stimuli, the finger cleahgs direction and speed during the trial,
indicating progressive accumulation of the seqaérgvidence (Buc Calderon, Verguts, &
Gevers, 2015; Dotan et al., 2017).

Second, the effects that precede the target nuiftbamst, Condition, N-1) cannot be
ascribed to a default behavior or a general aimpmeference. Such default behavior should be
observed right from the beginning of the trial, wéees in both experiments we observed some
pre-target effects building up only after the ts#drted, and peaking hundreds of milliseconds
later. Furthermore, those pre-target effects didcoorespond to a fixed default behavior, but
adapted flexibly to changes in long-term prior #mel history of recent targets.
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Third, as noted above, the perfect alignment of rtiddle stage effects — the target
distribution effect and the recent-targets effeetl (curves) — suggests that they have a single
cognitive origin. Models that attributes these efid¢to different mechanisms — e.g., explaining
the distribution effect as an overt strategy, oe tlecent-trial effect as a motor-level
perseveration, cannot explain this parallelism.

Methodologically, the present study confirms thatgér tracking can illuminate the
temporal dynamics of cognitive tasks (Finkbeinealet2014; Freeman et al., 2011; Friedman
et al., 2013; Pinheiro-Chagas et al., 2017; Songakayama, 2008a). The present work also
shows how the number-to-position task, which wagslly used to study numerical cognition,
can also serve as a platform to study decision mgaktompared to other common decision-
making tasks, the number-to-position task offers twajor benefits: first, it has multiple
possible responses, whereas most tasks have twibjgoesponses (Abrahamyan et al., 2016;
Dotan et al., 2017; O’Connell et al., 2012; Pahl&Zhang, 2013; Resulaj et al., 2009). Second,
it involves semantic access (to the quantity repareed by the number), whereas most other
tasks involve perceptual decision making. At thmesaéime, the number-to-position task is still
simple and well-defined enough to allow for accanatathematical modeling (Cicchini et al.,
2014, Chapter 3).

The present findings clearly demonstrate that thalencodes a Bayesian prior distribution,
based on the experience from a specific experirhéhbak. The exact organization of this
distribution, however, is yet unknown. An interagtguestion may be whether the brain stores
a prior distribution in a detailed manner, e.dikalihood for each of the possible responses, or
in a summarized manner, e.g., mean and standaidtidoev(Meyniel, Sigman, & Mainen,
2015). The use of multiple-response paradigms sgchumber-to-position may be useful to
investigate this question, and open the door ton@xamore accurately how the brain represents
distributions of response-likelihoods, and to wiseent it operates as a Bayesian machine.
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6. From multiple digits to quantity: Discussion

In a series of experiments, we investigated howtirdidit Arabic numbers are encoded as
guantities. We used the number-to-position mappasl, which forces participants to convert
a symbolic number into a quantity. The task wadopered on an iPad while tracking the
participants’ finger trajectories, and the nearyvtnuous measure of finger position allowed
analyzing the subsequent processing stages ialaTd examine specific processes, different
experiments manipulated the participant’s attestiatate, the number of digits presented, the
order and timing of their onset, the length oflbenber line, the participants’ prior expectations
for the number to appear, and the finger’s initiagction.

To account for the findings in these experiments pwopose the following cognitive model
of the number-to-position mapping task (Fig. 6T)e model describes four main processing
stages: visual identification (blue); quantificatiavhich includes several sub-stages, detailed
below (yellow-red-green); decision (purple), alstwvseveral sub-stages; and pointing (brown).

D
Quantification E U] Whole-nqmber
quantity

E 22Z exact | approx

Decision on .
target location

o = ===

Ny,
>

time
Fig. 6.1. A model for the processes involved in the number-to-position task. The quantification
processes converts the multidigit string to quantity representations. The decision process is a Bayesian
mechanism that uses this quantity, as well as other information about the task, context, and
distribution of target numbers, to determine a target location. Movement is the motor processes that
drive the finger to the decided location.

Visual identification includes two processes. One process identifies hawy digits the
number has (Light blue). Another process identiffes digit symbols, presumably processing
each digit independently of the other, i.e., if oh¢he digits appeared first — it can be identifie
without waiting for the remaining digit/s. Both pesses of visual identification — the length
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detector and the digit identity encoder — are pregaly a part of the visual analyzer of numbers,
and presumably also serve other tasks such as muedming (see Chapter 7).

Quantification. At some stage, we create a syntactic frame (y¢Hoa quantity-oriented
mental representation of the number’s structurachvtakes into account the number of digits
in the multi-digit number but not yet their specifialues. Concretely, the syntactic frame is a
set of placeholders, one per decimal position. Thusan be created even before the specific
digit symbols were identified; it only requires kmag how many digits the number has, and
therefore depends only on the number-length detelctdwo-digit numbers, the initiation of
the syntactic frame seems to be triggered by tloegssing of the leftmost (decade) digit,
suggesting perhaps that the number length detegltes on the leftmost digit.

Once the frame was created and the digit symbote wentified, each digit is bound to a
placeholder in the syntactic frame, and quantiéiedording to this role (red). This is the stage
where decades and units are assigned differenthtgeigthe decade digit weight will be 10
times the unit digit weight. Next, the per-digit igleted quantities are combined to a single
representation of the multi-digit number’s quan{gyeen).

According to the model, almost all the mechanisescdbed so far can process the different
digits simultaneously — in two-digit numbers, andrlaps even in three-digit numbers
(Chapter 4). The only exception is the initiatidrtlee syntactic frame, which is a bottleneck in
the quantification pathway: until a syntactic framas created, the process of binding-to-role
and quantification is pending and cannot start.

Decision (purple). The next stage determines the intendeatilan to which the participant
will aim the finger. This decision starts from theginning of the trial, even before the quantity
information is available. Initially the finger pdsto a default location — typically the middle of
the number line, but explicit instructions can nfigdhe default direction (as was the case in
Experiment 5.1). This default direction is quicklyerridden: first, a tentative target location is
determined by the distribution of target numberghmexperiment. When quantity information
becomes available, the decision is changed anfintper deviates towards the target location,
which is determined using a nearly-linear scales THansition occurs faster for smaller numbers
(Chapter 3), presumably because their quantityesgmtation is clearer than that of larger
numbers (due to scalar variability or compresseghtity representation).

Pointing (purple). The motor system continuously moves thgefr towards the number
line, and also deviates it towards the target looatletermined by the decision stage. The

131



Chapter 6. From multiple digits to quantity: Dissigs

number and frequency of finger deviations is amadpsue. The mathematical model described
in Chapter 3 took the simple assumption of a sidghgation per trial, yet tablet-based pointing
tasks clearly allow for more than one deviation fod (Chapter 4; Dotan et al., 2017). One
possibility is that the finger direction is changedly when the new target location, as
determined by the decision stage, is distant endnagh the finger’s current direction (Charles
et al., 2014; Fishbach et al., 2007). Our findiagsee with this notion, however, further research
would be needed to investigate it in detalil.

Several questions remain unanswered by this médéhe quantification stage, the exact
nature of the syntactic frame is yet unclear. Céra$t which examined this matter, used mostly
two-digit numbers. Does a similar process occurldoger numbers, or are longer numbers
guantified in a hierarchical manner? Does the syittdrame handle the digit O in a special
manner, as is apparently the case in syntacticegsitg in transcoding symbolic numbers
(Cohen & Dehaene, 1991; Chapter 7)?

Another issue is the existence of holistic two-tigiantity representation. Although initially
we argued (in Chapter 2) that the logarithmic dffacthe number-to-position task indicates
holistic quantities, this conclusion may perhapsgbestioned based on the newer interpretation
of the logarithmic effect as resulting from anfaxtt of processing speed. Another open question
concerns the mechanism that merges the decadendrpiantities into a single quantity: is this
the same process that is also responsible for sogtwb quantities when performing additions
(Chapter 4; Pinheiro-Chagas et al., 2017)?

The subsequent processing stages also raise squestlons. The output of the decision
stage may be a continuously-updated decision,temaltively a discrete set of decisions. We
are also not certain how to explain the “spatitdnence points” pointing bias (Section 2.3.2.6):
it may originate in the stage of decision abouttrget location, as we suggested in Chapter 3,
but it could also originate in other processingysta e.g. pointing. Finally, understanding the
pointing stage would require answering several ipres, listed in the discussion of Chapter 3.

Methodologically, the experiments described in tkisction join several studies in
demonstrating the power of the finger-tracking atsdability to tap subsequent stages of
decision making, in number processing and in otleenains (Faulkenberry, Cruise, Lavro, &
Shaki, 2016; Finkbeiner et al., 2014, 2008; Finkbe& Friedman, 2011; Marghetis et al., 2014;
Santens et al., 2011; Song & Nakayama, 2008a, 2@0&8I9). In our view, the present research
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makes two main contributions to the increasinglgeltechnique of finger tracking. The first
contribution is the use of a task with continucesponse (whereas previous studies used finger
tracking mostly with dual decision tasks). The sets the set of fine-grained analysis method
that we introduced here — e.g., the per-time-paialtiple regression analysis and the analysis

of movement onsets.

The cognitive architecture we proposed here, aasyictbottleneck process (the creation of
a syntactic frame) surrounded by several parallelcgsses of visual recognition and
guantification, suggests that the quantificatioogess is not driven by single-digit processing
but by the syntactic processes that handle the atdstlecimal structure. This central role of
structural processing is not unique to number cemmgnsion: in number reading too, several
processes explicitly represent the number’s decandl verbal structure, and these structural
mechanisms apparently drive the reading procesgBapter 7). Structural processing prevails
also in word reading: the morphological structutevords is explicitly represented in several
processing stages, from visual analysis processephbnological production processes
(Beyersmann, Castles, & Coltheart, 2011; Dotan &dfmann, 2015; Kohn & Melvold, 2000;
Rastle, Davis, & New, 2004; Reznick & Friedmannl2p It may be the case that when faced
with the need to convert compound stimuli from eoepresentation to another, the cognitive
system consistently tends to mediate the converngioness via deep representations of the
compound stimulus structure.
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Section B: From digits to number words

Section A examined how we understand the meanirggrafmber, but very often it is not
the number's meaning that we are concerned witmsfder daily situations such as writing
down on a piece of paper a phone number that scenemd you; reading that number to
someone; writing a cheque; reading aloud your [gpteerial number to a customer support
representative. In all these situations, what youldbe concerned with is merely the number
symbols, not the quantity they represent. And imynaf these situations, you would have to
transcode numbers from one symbolic code to anetlegher from digits to number words or
vice versa.

Section B of this dissertation examines the pathefiywumber reading — converting a
sequence of digits into a corresponding sequencembhumber words. Our focus in this section
is again syntax: we wish to characterize the syigtacechanisms of number reading, i.e., the
mechanisms that specifically handle the structooahplexity of multi-digit numbers. This is
done in Chapter 7: the study described in this hragxamined in detail the number processing
abilities of seven individuals with number readthgorders. Based on the selective impairment
of these individuals, we identified several specgrocesses in the number reading pathway,
and we propose a detailed cognitive model of numdssdling.

The two remaining chapters in section B examinadfetion between the number reading
pathway and other, potentially-similar processiraihgrays. Chapter 8 examined whether
number reading and word reading make use of sharguitive mechanisms. It describes the
processes involved in reading words and numbespgses possible similarities between them,
reviews associations and dissociations betweenirmpats of word and number reading, and
presents two case studies with previously-unredoki@d-number dissociations. We conclude
that word reading and number reading are implendehjeseparate mechanisms. Chapter 9
examines the relation between number reading (etngemultidigit strings to number words)
and number comprehension (converting multidigiings to quantity). We report an aphasic
patient who can comprehend multidigit number buincd read them aloud, and conclude from
this dissociation that at least some syntactic @meisims involved in number reading do not
serve number comprehension.
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7. A cognitive model for multi-digit number reading:
Inferences from individuals with selective impairments’

Abstract. Reading multi-digit numbers aloud involves visual analysis of the digit string and oral
production of the verbal number. To examine these processes in detail, we investigated the number
processing abilities of seven individuals with different selective deficits in number reading. In
particular, some participants were impaired in visual analysis of digit strings — in encoding the digit
order, encoding the number length, or parsing the digit string to triplets (e.g., 314987 — 314 and 987).
Other participants were impaired in verbal production, making errors in the number structure (shifts
of digits to another decimal position, e.g., 3,040 — 30,004). These selective deficits yielded several
dissociations: first, a double dissociation between visual analysis deficits and verbal production
deficits. Second, several dissociations within visual analysis: a double dissociation between errors in
digit order and errors in the number length; a dissociation between order/length errors and errors in
parsing the digit string into triplets; and a dissociation between the processing of different digits —
impairedorder encoding of the digits 2-9, without errors in 0 position. Third, within verbal production,
a dissociation between digit shifts and substitutions of number words. On the basis of these selective
impairments and previous findings, we propose a detailed cognitive model of number reading. The
model postulates that within visual analysis, separate sub-processes encode the digit identities and
the digit order, and additional sub-processes encode the number’s decimal structure: its length, its
triplet structure, and the positions of 0. Verbal production consists of one process that generates the
verbal structure of the number, and another process that retrieves the phonological forms of each
number word. We propose that the verbal number structure is first encoded in a tree-like structure
and then linearized to a sequence of number-word specifiers, similarly to syntactic trees of sentences.

7.1. Introduction

Number reading is a complex cognitive operatiorolawmg several different sub-processes,

each of which can be impaired and cause a diffemaniber reading malfunction (Basso &

Beschin, 2000; Cappelletti et al., 2005; Cipolé&ttButterworth, 1995; Cipolotti et al., 1995;

Cohen & Dehaene, 1991; Cohen et al., 1997; Dehaenk, 2003; Delazer & Bartha, 2001;
Deloche & Willmes, 2000; Dotan & Friedmann, 2015jeBmann, Dotan, et al., 2010;

McCloskey et al., 1985, 1990, 1986; Moura et abl12 Noél & Seron, 1993; Starrfelt &

Behrmann, 2011, Starrfelt, Habekost, & Gerlach,®@0Ekmple, 1989). How do these cognitive
mechanisms operate? In the present study, we papdstailed model of number reading. In

doing so, we draw inspiration from word readingptaer complex and potentially-similar

° This chapter is a manuscript submitted to therjalu€ortex The text here is identical with the submitted

manuscript, except reformatting and removing sommspthat would, if remained, repeat other sectiointhis
dissertation.
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cognitive function. Similarly to number reading, nidoreading also involves a variety of
processes: visually analyzing the sequence ofrégti@ccessing the appropriate entries in
orthographic, phonological, and semantic mentattms, generating the phonological output,
and articulation. After several decades of reseavemow have a cognitive model with detailed
specification of the processes involved in wordineg and of the flow of information among
these processes (Coltheart et al., 2001; Ellis31¥lis & Young, 1996; Friedmann &
Coltheart, in press; Friedmann & Gvion, 2001; Huneps, Evett, & Quinlan, 1990; Marshall
& Newcombe, 1973; Patterson & Shewell, 1987; StallL988). This model turned out to be
invaluable in several ways. From a theoretical poirview, an accurate model of word reading
enables us to better understand the reading mesthgnand supports detailed investigation of
other language process such as morphology andalerdtrieval (Biran & Friedmann, 2012;
Dotan & Friedmann, 2015; Friedmann, Biran, & Dot@913; Funnell, 1983; Gvion &
Friedmann, 2016; Job & Sartori, 1984; Reznick &Bmann, 2009, 2015). From a clinical
point of view, such a detailed model improves doititgy to identify specific impairments in
number reading and to treat individuals with sudpairments (Castles & Friedmann, 2014;
Colenbrander, Nickels, & Kohnen, 2011; ColthearK&nen, 2012; Friedmann et al., 2013;
Friedmann & Coltheart, in press; Friedmann & Gvi@fA01; Marshall & Newcombe, 1973;
Nickels, 1997; Nickels, Rapp, & Kohnen, 2015; Rapp05; Temple, 2006). The cognitive
model of reading could not have been as useful ihadt been very explicit in terms of
information processing: the model accurately déssrithe function of each cognitive sub-
process involved in reading, and the kind of infation transferred between these processes, in
a manner detailed enough to allow for computatiomplementation (Coltheart et al., 2001).
This high level of granularity is what allows chetexizing the interaction between reading and
other language processes, and makes it possibidetaify specific cognitive disorders in
specific processing stages.

The reading of numbers (such as “256”) is impleréntat least in part, by separate
mechanisms than the word reading mechanisms (Abhbdatlenbaum, Dehaene, & Amedi,
2015; Friedmann, Dotan, et al., 2010; Hannagan, dAm€ohen, Dehaene-lambertz, &
Dehaene, 2015; Shum et al., 2013; for a reviewCsemter 8). However, number reading was
not investigated as much as word reading, andddesown about it. During the 1990’s, there
was much debate about the representation of symboinbers and the transcoding processes
that convert between these representations (Cip&l&utterworth, 1995; Cipolotti et al., 1995;
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Cohen & Dehaene, 2000; Dehaene & Cohen, 1997; M&@€lg 1992; McCloskey et al., 1990,
1986; Sokol, McCloskey, Cohen, & Aliminosa, 199A).present, a widely accepted model is
the triple-code model of number processing (Dehat9@2; Dehaene & Cohen, 1995; Dehaene
et al., 2003), which holds that separate cogniiméd neural circuits represent numbers as
sequences of digits, as verbal number words, agdastities. With respect to number reading,
the triple-code model postulates that the visuabipg of digital numbers and the verbal
production of number words are handled by sepamateesses, connected by a direct digit-to-
verbal transcoding pathway that is at least paytiskparate from the access to number
semantics. Indeed, several studies showed thatdhal analysis of numbers can be selectively
impaired (Cohen & Dehaene, 1995; Friedmann, Da&aRahamim, 2010; McCloskey et al.,
1986; Noél & Seron, 1993), and so can the verbadyetion of numbers (Benson & Denckla,
1969; Cohen et al., 1997; Delazer & Bartha, 200dtaD & Friedmann, 2015; Marangolo et al.,
2004, 2005; Chapter 9).

The triple-code model, as well as many of the absiuelies, characterized the different
number representations and transcoding pathwaykerOstudies, though fewer, were
specifically concerned with offering a detailed oitige model of number reading. Michael
McCloskey and his colleagues (McCloskey, 1992; Mskéy et al., 1986) proposed a model
where number reading — transcoding a digit stnmg humber words — is mediated by a central
semantic representation, which essentially reflett® number’'s decimal structure
(e.g.,2,031=2x FOr 0x 16 + 3 x 13 + 1 x 10). Their model postulates that converting this
representation to number words begins by creatisyntactic framewhich reflects the verbal
structure of a number with a given number of digits.g., for a 4-digit numbers the syntactic
frame is[_:ones]| [thousand:multiplier] [_:ones] [hundred:nitiplier] [ _:tens] [_:ones]. The
notations [_:ones| and [_:tens] represent placedisltbr a number word of the corresponding
lexical clasé The syntactic frame is created and then “filledth the specific digit identities
(resulting, for the example above, if2:0nes] [thousand:multiplier] [ _:ones]
[hundred:multiplier] [3:tens] [1:0nes). In the filled frame, each slot uniquely idergsdia single
word. Some numbers have irregular structure —ie.gnglish, the digit 0 is never verbalized —

4 McCloskey and his colleagues experimented in Bhglihd mentioned ones, teens and tens as lexisasled for
words. However, the specific lexical classes mayede on the characteristics of verbal numbers spexific
language. Our study was conducted in Hebrew, irclwtihe number words for hundreds and thousands ofte
introduce some verbal irregularity and may therefoe lexicalized. This would result in hundreds #aisands
as two additional lexical classes. However, thiegjion — whether hundreds and thousands are indeial
classes in Hebrew — was not in the scope of theeptestudy.
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which results, as in the above example, in anledfglot. This unfilled slot would be discarded
from the frame after it has been filled. Anotheample for irregularity in English is that a digit
1 in the decades position results in a teen wdnik tbo will result in modifying the filled frame,
e.g., [1:tens] [3:ones] would be changed int§3:teens] The filled frame is a plan for
phonological retrieval: each combination of lexickss and digit value, or the specification of
a multiplier word, is used to retrieve the corragging phonological form of a single word.
McCloskey suggested that this form is retrievednfrine phonological output lexicon, but in
Dotan and Friedmann (2015) we showed that numbedsvare actually retrieved from a
dedicated phonological store that is separate fhanphonological output lexicon of words.

Cohen and Dehaene (1991) proposed a modified versicthis reading model: they
proposed that the visual analysis of the digitngtris immediately followed by verbal
production, without mediation of a central semamépresentation. The challenge for any
number-reading model is how to handle the numlzbrtsmal and verbal structure; Cohen and
Dehaene proposed that this is implemented by tyaraée processes, one visual and one verbal.
The visual process, which is a part of the visuallgsis of numbers, is responsible for parsing
the number’s decimal structure, which concretelgsists of the number length (how many
digits it has) and the positions of 0 and 1. Theaming digits (2-9) are identified by a separate
process. Within the verbal mechanisms, Cohen ama&®e accepted McCloskey’s notion of a
syntactic frame, but proposed that it is quickiypwerted into what they termechamber word
frame Conceptually, the number word frame is the nursbegrbal structure. Concretely, it is
a sequence of lexical classes (ones, teens, teti®) oumber words to be produced (the frame
for 24,013 is[_:tens] [ _:ones] [thousand] [and] [ :teeng] The number word frame is
generated based on the number’s decimal strudtueenumber length determines how many
words will be produced, the positions of O indicatenber words to skip, and the existence of
1 in the decade position separates teens from Téresword frame is then filled with specific
digit values and goes on to phonological retriearad articulation.

In terms of information flow, the concept of numlveord frame may seem like a small
difference from McCloskey’'s model: instead of fifj the syntactic frame and only then
modifying it according to 0’'s and 1's, as McCloskapposed, Cohen and Dehaene propose
that the syntactic frame is first modified by Ordsulting in a number word frame, and only then
filled. Theoretically, however, the difference important: Cohen and Dehaene propose a
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concrete representation of the number’s verbatstra that is independent of specific digits or
number words.

Here we propose another model, which is a mixturéehe above models with few
modifications and additions. Similarly to previomedels of number reading, it accounts only
for the reading of positive, base-10 integers, ashalittedly ignores very long numbers, whose
reading may involve different processes (in thisdgtwe considered only numbers up to 6
digits). The model also ignores the issue of “lakiied” numbers such as “1984”, which may
be identified as a whole and be processed in dfftgpathways (Cohen et al., 1994). A general
illustration of this model appears in Fig. 7.1, averevisit it with more detail in the Discussion
of this chapter. The model postulates that withisual analysis, one process extracts the
number’s decimal structure, which consists of tamber length, the positions of 0 (but not of
1), and the way the number is parsed into tripletg., 24013 is parsed as 24 and 013). Two
other processes encode the digit identities andrilative order, and can provide the 1-9 value
of each digit in the correct order. Within the varbystem, the number’s decimal structure is
used to generate a number word frame, defined @slen and Dehaene’s model. The number
word frame is a sequence of word specifiers, edolvhich can be a number word lexical
classes, a multiplier words (e.g., thousand, hufijdvwee hereby refer to them as “decimal
words™®), and the function word “and”. These are usedoimjunction with the 1-9 digit value,
to from the dedicated phonological store the cpwading sequence of words, which are then
sent to articulation.

The main components of this model are similar tusséhproposed by Cohen and Dehaene
(1991): no semantic representation is mediatinglitié-to-verbal transcoding; and we followed
Cohen and Dehaene’s assumption of separate precdssevisual parsing and verbal
production, each of which is further divided intés&ructural” component (decimal or verbal)
and a “lexical” component (digits or words). Fronc®oskey’s model, we borrowed the notion
that number words are retrieved according to léxilzess and digit value. However, our model

5In English, number words such as “hundred” andtgand” are special in two respects. First, sermalhj they
impact the quantity in a predictable manner — @x@ymultiplied by the preceding word, such thatgbantity of
“three hundred” is three times hundred, henceghm tmultiplier”. Second, lexically: each multipliés a single
lexical item, separate from the units word (they tire “building blocks” of multidigit verbal numtsrCohen et
al., 1997; Dotan & Friedmann, 2015). We wish togkéee term “multiplier” to refer to the semantictiom, and
use the term “decimal word” to refer to the lexicattion. Indeed, in some languages such as Hebreiall

multipliers are decimal words. For example, “humires a multiplier in the semantic sense, yet i@t an
independent word: apparently, it is not a sepdeatieal entry in the phonological storage of numbverds, and
for some numbers it is also not a separate ortipbgraentry (e.g., 200 is a single wora+nxn, MATAYIM).
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also proposes some modifications and enhancenettie £xisting models. First, we propose
a different internal organization of the decimausture extraction. In our model, the decimal
structure does not consist of number length an@@sitions, but of number length, the positions
of 0 (not 1), and the number’s triplet structureldv, we bring evidence from number reading
impairments in support of these claims. Secondptbeess of digit identification was broken
here in two — a digit-identity encoder and a digder encoder (Friedmann, Dotan, & Rahamim,
2010). Third, we accept Cohen and Dehaene’s dieindf the number word frame, however,
how this frame is obtained is different in our mlodee discarded the notion of a syntactic
frame, and in the Discussion of this chapter wedes several specific processes involved in
generating the number word frame.

Visual analysis

of digital numbers Digit Digit Extract
identity order decimal structure
Ordered digits (1-9) Decimal structurel

Verbal production
b Generate number

of number words Retrieve % word frames
H Lexi
phonological form decimal word:
of number words and
Articulation

Fig. 7.1. A proposed cognitive model of number reading. Separate processes handle the visual
analysis of the digit string and the verbal production of the number words. The visual analyzer
has several distinct sub-processes: the digit identity encoder and digit order encoder provide
the identity of each digit (1-9) in their respective order. Another set of sub-processes extract
the number’s decimal structure. This decimal structure is used to generate a number word
frame — the number’s verbal structure. The word frame is a sequence of one lexical class per
number word (ones, teens, tens), and further specifies where decimal words (“thousand”,
“hundred”) and the word “and” should be embedded in the number. Each entry in this
sequence, in conjunction with the corresponding digit value, is used to retrieve the
phonological form of one number word at a time.

The present study reports seven neuropsycholocpsa studies whose performance led us
to propose the above model. We report individuath selective impairments in three of the
components depicted in Fig. 7.1: the encoding@it drder, the extraction of decimal structure,

and the generation of number word frames. Prestugies showed that selective impairments
are possible also in the three remaining componerite digit identity encoding (Cohen &

140



Chapter 7. A cognitive model for multi-digit numbeading

Dehaene, 1991), the phonological retrieval of numberds (Cohen et al., 1997; Delazer &
Bartha, 2001; Dotan & Friedmann, 2015; Girelli & |Bzer, 1999; Marangolo et al., 2004,
2005), and the articulation of number words (Shaf@phir, Gvion, Gil, & Friedmann, 2014;
Chapter 9). Furthermore, we report specific disstoms that support the separation of decimal
structure extraction into three distinct sub-preess- encoding the number length, identifying
the positions of zeros, and splitting the numbéy triplets.

7.2. Method

7.2.1.Participants

Seven individuals with various number processingaimments participated in this study:
HZ and OZ were undergraduate students. EY was ad@mdidate whose performance was
reported in Friedmann, Dotan, and Rahamim (201(). was a self-employed woman with
undergraduate degree. ED and NL were sisters: Exhandergraduate degree and worked in
an administrative job, and NL was a BA studentalyn UN was a retired lawyer who was
recovering from a stroke that he had 3 months poi@ur meeting. All participants were native
speakers of Hebrew, with normal or corrected-tasradr vision. Table 7.1 shows their
background information.
Table 7.1. The participants’ background information

HZ EY MA ED NL 0oz UN

Gender F F F F F M M
Age 24 34 26 31 24 20 79
Dominant hand R R R R R R R
Education years 13 20 15 15 13 14 20
Acquired/Developmental deficit D D D D D D A

All control participants were native speakers obksv with at least 12 years of education
and no reported cognitive disorders (other thandifieculties with numbers). They were
compensated for participation. All participants aodtrol participants gave informed consent
to joining the study. The Tel-Aviv University etkicommittee approved the experimental
protocol.

7.2.2.General procedure
The participants were tested in a series of 1-lm@ sessions in a quiet room. All tests
were conducted in Hebrew. Unless specified othewksY read stimuli from the computer
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screen, where each stimulus was presented for 408nd the other participants read the stimuli
from paper, where they were printed as verticé lifach task is described in the text below,
additional methodological comments appear in tippEimental online material, and Table C.1
lists the tasks used in this study and the prosese each task can tap. When the participants
made both a correct and an erroneous responsegdpense was classified as an error. Error
percentages were calculated out of the total amofuiairget numbers.

Control participants with outlier error rates wepsecluded (see Table 7.2 for demographic
details of the control participants in all experits). Statistical comparisons of individual
performance between conditions were done usingsaiare test or Fisher's exact test.
Individual participants were compared to controbugrs using Crawford and Garthwaite's
(2002) one-tailed t-test. In cases of a controugroeiling effect (mean error rate2%), the
low variance does not allow for a reliable statsticomparison. We arbitrarily decided that in
such cases, 7% errors or more would be consideredmaired performance.

Table 7.2. Control participants per experiment

No. of Age
Experiment participants Outliers Range Mean SD
7.1  Number reading 20 3 20;7-30;4 25,5 2;7
Number reading (EY) 10 - 21;3-42;4 27,0 5;10
7.2 Sequence identification 20 1 20;,9-42;,0 31,7 8;4
Sequence identification (EY) 10 - 23;0-35;5 29;2 5;6
7.3 Same-different decision 24 1 20;9-42;0 30,0 6;11
Same-different decision (EY) 10 - 27;8-35,0 28;8 4;10
7.4 Number matching 20 1 21;3-42;6  26;1 4:4
7.5 Number repetition 20 p 20;7-42;4 26;1 4:8
Number repetition (EY) 10 - 22;10-28;8 25;2 2;0
Number repetition (UN) 15 - 21;9-30;1 25,0 2;4
7.8 Same-different (length) 20 1 20;10-43;4 29;6 7;3
7.10 Multiply/divide by 10 20 p 21;4-44;4 27;10 54
7.11 Read numbers as triplets 20 - 24;8-49;4 35;1 7,7

The “outliers” columns indicates the number of control participants who were excluded as outliers —i.e.,
their error rate exceeded the 75th percentile of error rates by more than 150% the inter-quartile distance.

Some control groups were run for experiment versions used for a specific participant. These cases are
indicated in the “Experiment” column by parentheses with the participant’s initials.
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7.3. Experimental investigation

7.3.1.Background: language assessment

The participants' cognitive and language abilitvesre examined using several tasks
(Table 7.3): digit and word spans (FriGvi, Friedma8 Gvion, 2002; Gvion & Friedmann,
2012; comparison to control data was done usingvford & Garthwhite (2002) t-test); picture
naming (SHEMESH, Biran & Friedmann, 2004); readanggle words, nonwords, and word
pairs (TILTAN, Friedmann & Gvion, 2003); lexical dsion (TILTAN, Friedmann & Gvion,
2003), a task in which they classified letter ggms words or nonwords without reading them
aloud (the task included both migratable nonwoirds, nonwords in which letter migration can
yield an existing word, and non-migratable nonw@irdenword reading (TILTAN, Friedmann
& Gvion, 2003); nonword repetition (BLIP, Friedmar2003); and writing single words and
nonwords (TILTAN, Friedmann, Gvion, & Yachini, 2007

Table 7.3. Memory spans, and error percentages in language tasks

No. of
items HZ EY MA ED NL 0z UN

Memory spans

Digit (free recall) 6 5" 5" 5" 5" 6 3"

Digit (matching) 7 7 7 7 7 4

Word (free recall) 6 4 4% 5 6 3"

Word (matching) 7 5 7 7 7 27
Picture naming 100 1 0 2 3 2 26"
Word reading 136

All errors 14 167 2 1 3 1 12

Migration errors 2 24" 30" 0 0 0 0 0
Lexical decision 60

Migratable nonwords 15 60" 65" 0 0 0 7 0

Non-migratable nonwords 15 20" 5 0 0 13 7 7
Nonword reading 40

All errors 43" 177 8 3 8 5 57"

Migration errors 35" 17" 8 0 3 3 3
Nonword repetition 48 2 4* 2 2 4* 46"
Word writing 50 14 4 2 2 4 28"

Comparison vs. control group: *p<.1 *p<.05 “p<.01 " p<.001

*** Errors 2 7%, control group < 2% errors
@ Migration errors out of all words with lexical potential for interior migration
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These tasks showed that HZ and EY had letter posityslexia, a selective deficit in letter
position encoding by the visual analyzer (Friedmdotan, & Rahamim, 2010; Friedmann &
Gvion, 2001; Friedmann & Rahamim, 2007; KezilashKen, McKague, & Castles, 2014;
Kohnen, Nickels, Castles, Friedmann, & McArthur12) Both of them had high rate of letter
migration errors in word reading and in lexicalidean — two tasks that have orthographic input
so they involve the orthographic-visual analyzemersely, they did not have migration errors
in tasks that did not involve the orthographic-alkanalyzer (i.e., tasks without orthographic
input): neither had errors in spontaneous speechHZ did not have many migrations also in
formal tasks without orthographic input — picturgming, nonword repetition, and sentence
elicitation. HZ also had a mild surface dysgraphia.

MA, ED, NL, and OZ had intact word reading, writingnd naming (for a detailed
comparison of number reading with word reading, Geapter 8). UN, the participant with
acquired aphasia, had impairments in writing anding and a low digit span (lower than that
of the other participants). He also had some diffycin reading. Most of his reading errors were
surface errors and vowel letter errors, which tgfpycoriginate in processing stages later than
visual analysis (Friedmann & Lukov, 2008; Gvion &démann, 2016; Khentov-Krauss &
Friedmann, 2011).

EY, MA, ED, and NL had slightly low scores on memapan tasks that involved
production, suggesting a slightly low capacity bbpological working memory. For MA, ED,
and NL, we tested and found normal scores in plogicdl working memory tasks not
involving verbal production, indicating that thisapacity limit was specifically in the
production-related phonological memory. This milbpological working memory impairment
did not seem to impact their speech: they performeitlin naming and in nonword repetition,
tasks that are typically sensitive to phonologwalking memory deficits (Friedmann et al.,
2013). A deficit in production-related phonologieabrking memory (the phonological output
buffer) sometimes causes substitutions of numbedsw®otan & Friedmann, 2015). However,
as we will see below, here this was not the casarfg participant except UN.

7.3.2.Experiment 7.1: Assessment of number reading
The participants’ ability to process symbolic numsbevas first assessed with a number
reading task, which involves digit input and verbatput.
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7.3.2.1. Method

The participants read aloud a list of 120 Arabimbers with 3, 4, 5, or 6 digits (30, 38, 47,
and 5 items, respectively), in random order. Tigit @ appeared in 63 of the numbers, and the
other numbers contained only the digits 2-9. EXtraaifferent list of 316 numbers with 3, 4,
or 5 digits (100, 84, and 132 items, respectivelyle digit 0 appeared in 134 of the numbers,
and the others contained only the digits 2-9.

7.3.2.2. Results

All participants had many errors in the number nregdask (Table 7.4). The errors were
classified as followstransposition or adigit order error, is a change in the relative order of
digits (e.g., 1234~ 1324). In word reading, transposition errors dre hallmark of letter
position dyslexia, a deficit in letter position edang by the visual analyzer (Friedmann &
Gvion, 2001; Friedmann & Haddad-Hanna, 2012, 26tédmann & Rahamim, 2007; Kezilas
et al., 2014; Kohnen et al., 2012). A similar di¢fadso exists in the visual analyzer of numbers
(Friedmann, Dotan, & Rahamim, 2010; Chapter 8).

A decimal shiftis the production of a number word as if the cgponding digit was in a
different decimal position (e.g., 2345 “two thousand and thirty... sorry, three hundred and
forty five” — in this example, the error was spargausly corrected).

It is important to point here to a crucial diffecenbetween decimal shift errors and digit
order errors: Whereas both reflect situations wloere or more digits appear in an incorrect
decimal position, these are two different erroretypDigit order errors are digit displacements
that result in erroneous relative order of diguaich, in turn, causes erroneous order of the
corresponding number words — e.g., 23452354). In contrast, decimal shifts are digit
displacements that keep the relative order of gli@hd hence do not result in erroneous order
of number wordss§.

The distinction between decimal shifts and digdesrerrors was demonstrated in our data
by the finding of a double dissociation betweentilie error types: EY had only digit order
errors, whereas MA, ED, NL, OZ, and UN had only ided shift errors. This double
dissociation indicates that the digit order eraomrd decimal shift errors have different cognitive

6 Some errors can arguably be classified both asder error and as a decimal shift: this is theeaglsen a non-

leftmost digit was transposed with zero (e.g., 8,48 3,045). These errors were rare (only 9 errorsator
participants pooled together), and were classeigdecimal shifts.
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origins. In the following sections, we confirm adldrify this dissociation and its implication
for the number reading model.

Decimal shift errors are especially interesting wkigey occur in the leftmost digits of the
number (e.qg., reading 234 as 2034, 2304, or 234@reby first-digit shifts Such errors may
indicate that the participant was processing thabmr structure incorrectly. For example, the
above example may originate in the 3-digit numii&t Being processed as if it has 4 digits.
Decimal shifts were therefore analyzed by theiitpmsin the target number.

Table 7.4. Percentage of errors in number reading (Experiment 7.1). EY had many transpositions,
without decimal shifts. MA, ED, NL, OZ, and UN had many decimal shift errors, with only few
transpositions. HZ had many errors of both types.

Order Decimal shift ~ Substitutions Thousand ? All errors ®
HZ 18+ 30+ 2 0 46"
EY 17" 0 2 0 277
MA 4 18+ 0 0 20
ED 3 17+ 1 6 237
NL 5 14+ 2 1 23"
0z 2 22+ 3 13+ 32™
UN 1 24+ 17+ 15+ 44"
Controls (SD) 0.5 (0.7) 1.1(1.1) 0.7 (0.8) 0.9 (1.3) 2.8(1.3)
EY Controls (SD) ¢ 2.1(1.5) 0.03 (0.1) 2.2(2.3) 0 6.6 (4.3)

Comparison to the control group: ™ p <.001 *** Errors = 7%, control group < 2% errors

2 The rate of errors related with the decimal word "thousand" was counted out of the 52 numbers

that contained the word “thousand” (5 or 6 digits).
The percentage of items with any error.
¢ EY read a different list of numbers. Her control group had more errors than the other control

group, perhaps because they saw each number for 400 ms (like EY) whereas the other control

group had unlimited exposure.

There were also errors related with the decimabMitirousand” (in 5- and 6-digit numbers):
omission of the word "thousand" or addition of awessive "thousand". Last, there were
substitutionsof a digit by another digit (e.g., 234 294).

The participants showed different error patterng:aid EY had a high rate of digit order
errors; all participants but EY had many decimdt grors; UN and OZ, and to a lesser extent
ED, had errors in the decimal word "thousand"; &id had many substitution errors.
Importantly, even when making mistakes, participaately produced invalid number names
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(e.g., 20306~ “two thousand and three thousand” or “two, thijtyfone of them produced more
than 2 invalid number names in this task.

7.3.2.2.1.Digit order errors

Digit order errors may result from impaired encapof digit order by the visual analyzer.
Note that according to the model in Fig. 7.1, ddfe visual analyzer sub-processes encode the
order information of different digits: the order D9 are encoded by the digit order encoder,
whereas the presence of 0 and its positions a@dedcby another, dedicated process, as part
of extracting the number’s decimal structure. Areda-detector could potentially compensate
for an impaired digit order encoder if the numbas B. To examine this, we analyzed the order
errors of HZ and EY (the two participants who hadeo errors) in numbers with or without O.
EY had 25.8% order errors in hnumbers that incluolely the digits 2-9, but only 6.0% order
errors in numbers that included) € 19.58, one-tailed < .001). This suggests that she had a
selective impairment in digit order encoding, y@stimpairment spared the encoding of the
positions of 0. In contrast to EY, HZ' order erramumbers with 0 (35%) were as frequent as
in numbers that included only the digits 2-9 (46%+ 1.49, one-taile@ = .11), suggesting that
her impairment was not as selective as EY’s: sheimpaired both in the digit order encoder
and in the O detector.

7.3.2.2.2.Decimal shift errors

All participants except EY had decimal shift err@eme decimal shifts involved omissions
of digits and number words, and in other cases@was omitted (So no word was omitted).
Participants usually self-corrected their decinfaftserrors (e.g., 2345»> “two thousand and
thirty... sorry, three hundred and forty five”: 85%lfscorrections for HZ, 100% for the other
participants, but UN self-corrected only 32% ofsteerrors. We assume that the spared digit
identity encoding of all participants (except UN)\g&ed them as a cue to detect their mistake.

Table 7.5 shows decimal shift errors accordindh@rtposition in the target number: shifts
of the leftmost digit or digits (e.g., 4,320 40,320 or 432)hifts of the first digits of the second
triplet (e.g., 4,320- 4,032), or shifts of other digits (e.g., 4,3204,302). The table clearly
shows that decimal shift errors were most freqirettte leftmost digits. We examined whether
the erroneously produced number had more or fevgiisdhan the target number (rightmost
columns in Table 7.5). No clear tendency was fodritbnger” and “shorter” errors did not
significantly differ for any of the participants if®mial testz< 1.25, two-tailegp > .21).
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Table 7.5. Decimal shift errors in number reading, classified by the decimal position of the
target digit. For each participant, most of the errors occurred in the first (leftmost) digits. The
table shows raw number of errors in reading 120 numbers in Experiment 7.1, and
percentages out of the total number of errors.

Position of decimal shift

First digit of First-digit-shift made
Sample error in Leftmost 2" triplet Other the number...?
target=12345 —» 120,345 12,034 12,304 Longer Shorter
Hz 33 (92%) 3 (8%) 1(3%) 13 14
MA 18 (82%) 4 (18%) 0 9 7
ED 20 (100%) 0 0 11 5
NL 14 (82%) 4 (24%) 0 5 7
0oz 17 (65%) 10 (38%) 1 (4%) 6 8
UN 22 (76%) 6 (21%) 1(3%) 6 11

a

In the two right columns, the numbers sum to less than the total number of first-digit-shift
errors because the longer/shorter direction of some errors was ambiguous.

7.3.2.3. Discussion of Experiment 7.1

All the participants showed impaired oral readifighombers, yet they showed different
types of errors in number reading. Two participant$Z and EY — had high rates of digit order
errors. These errors may originate either in tiseali analyzer, which encodes the digit order,
or in verbal production processes. In Section A& &ssess the exact locus of deficit underlying
the order errors.

EY’s order errors were almost absent from numbéeg included the digit 0. Our
explanation to this pattern is that EY's impairmsglectively disrupted the processing the digit
order, but the positions of 0 are processed byh@mohechanism, which was not impaired for
EY. This issue is systematically examined in Sect@.4.

All participants except EY had many decimal shifbes. These errors were not uniformly
distributed across all decimal positions — mostha&im occurred in the leftmost digits. This
pattern may have two explanations. One possiliditiiat the participants processed the number
length incorrectly, i.e., they processed numbexg ,(4,320) as if they had more digits (reading
it as 43,200) or fewer digits (432). Alternativetiie participants may have grouped the digits
incorrectly to triplets (e.g., as 43-20 rather t4aB20). Under both interpretations, these first-
digit shift errors indicate a deficit in a dedicht@echanism that handles the number structure.
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The reading task, however, cannot indicate whdthisrdeficit was in the visual analysis or in
the production stage. We further investigate thgmoof these errors in Section 7.3.5. Note that
a tendency to err in the leftmost digits is unljked result from a plain memory difficulty: serial
recall tasks typically showetterrecall of the first items in the list (Baddele®6B; Gvion &
Friedmann, 2012; Hanten & Martin, 2000; Jahnke 5)96

OZ and UN, and marginally ED too, had errors relateth the decimal word “thousand”,
e.g., reading “12345” as “twelve, three hundredfanty five”. In the Discussion of this chapter,
we propose a possible explanation of these errors.

Last, UN had many digit substitution errors. Welwilow in the next sections that these
substitutions resulted from a deficit in the verbatput, and in the Discussion of this chapter
we discuss his locus of deficit in more detail. ™ber participant had many substitution errors,
indicating that they had no deficit in processingjtddentities — neither in visual analysis nor
in verbal production.

7.3.3.Impaired encoding of digit order in the visual analyzer

HZ and EY had many digit order errors in numberdineg, indicating a digit order
processing deficit. To identify the functional lecof this deficit, we administered several tasks
sensitive to digit order information in differemogessing stages. To tap the encoding of digit
order by the visual analyzer, we used tasks wghalidigit input and without verbal output. To
tap the use of digit order information by the végraduction system, we used tasks with verbal
number production and without visual digit input.dfgit-order encoding deficit in the visual
analyzer should cause order errors in the visyititasks but not in the verbal production tasks.

The results of each task are reported here inifdluding decimal shift errors, but these
errors will be discussed only below, in Section%..3

7.3.3.1. Input tasks
We administered three tasks that tap digit-orderodimg within the visual analyzer:
sequence identification, same-different decisionl, mumber matching.

7.3.3.1.1.Experiment 7.2: Sequence identification

7.3.3.1.1.1. Method
The participants saw 4-digit strings printed ongraand were asked to circle strings that
consisted of only consecutive digits (e.g., 3436)these consecutive strings, digits always
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appeared in ascending order. The non-consecutivegstwere derived from a consecutive
string either by transposing two adjacent digitg.(8546) or by substituting a digit (e.g., 3496).
A digit-order encoding deficit in the visual anadyzshould cause a difficulty in the digit-
transposition stimuli but not in the digit-substitun stimuli.

The task included 100 consecutive sequences anddi®8equence digit strings: 53 digit-
transposition strings and 47 digit-substitutiomsgfs. No number included O or 1. EY performed
a computerized version of this task, with 150 coosee-digit strings, 75 transposition strings,
and 75 substitution strings: each stimulus wasgnmtesl centered on the computer screen for
400 ms, and she clicked on one of two buttons thighmouse.

7.3.3.1.1.2. Results

HZ and EY had significantly more errors than thatoal group in the transposition stimuli
(Table 7.6), and had more errors in the transmsistimuli than in the substitution stimuli
(x> = 62.21 for HZ, 24.0 for EY; two-tailed < .001 for both). In the other stimulus types —
substitution stimuli and sequence stimuli — thesfqrened like the control group. Because the
task involved the visual analyzer but not verbalduction of numbers, these results reaffirm
that HZ and EY had a digit-order encoding defigithe visual analyzer.

OZ showed a similar pattern of errors — more enmtsansposition stimuli than the control
group, and more than his own errors in substitustbmuli (> = 6.11, two-tailedp = .01).
However, his transposition error rate was signiftgalower than HZ's and EY'syf > 5.55,
two-tailedp < .02), and he had no transposition errors imtlhraber reading task. Thus, it seems
that he did not have a digit-order encoding defioit at most — had a mild one. The other
participants (MAED, NL, UN) performed well in all stimulus type®irdirming that their digit
order encoding in the visual analyzer, as welha# tdigit identity encoding, were intact.

7.3.3.1.2.Experiment 7.3: Same-different decision

To further assess the visual analyzer without dgpbaduction, participants were shown
pairs of numbers and judged whether the numbeesdah pair were identical or not. A digit-
order encoding deficit in the visual analyzer skdocieate a difficulty in this task if the two
numbers in a pair differ only in the order of d&git

7.3.3.1.2.1. Method
The participants saw 144 pairs of 4-digit numbensted on paper, and were asked to circle
pairs with two identical numbers. These were 50%hef pairs. In the remaining pairs, the
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second number was derived from the first numbertiaysposing two adjacent digits

(36 transposition pairs, e.g., 1234-1324) or bysstiing a digit (36 substitution pairs, e.g.,

1234-1237). Transpositions and substitutions werenly distributed across all decimal

positions. No number included 0 or 1. EY performezmbmputerized version of this task — each
pair was presented on screen for 1300 ms, andesipemded by clicking one of two buttons
with the mouse. Her task included 120 identicatai5 transposition pairs (50 unit-decade,
20 decade-hundred, and 10 hundred-thousand), amsdi¥itution pairs (25, 25, 15, and 10
items with a substitution in the unit, decade, hreddor thousand digit, respectively). UN did

not perform this task.

7.3.3.1.2.2. Results

Table 7.6 shows the results in this task. Notathlg,transposition pairs were significantly
harder than the substitution pairs even for therobigroup (paired t(23) = 3.43, one-tailed
p = .001, Cohen’s d = 1.43). Namely, even unimpairgtividuals make some transposition
errors in this task.

Except MA, all participants had significantly mar@nsposition than substitution errors
(x?> > 5.06, one-taileg < .01), and significantly more transposition erribian the control group.
However, the transposition error rate was the Heglier HZ and EY — each of them had
significantly more transpositions than MA, ED, Ndnd OZ ¢? > 15.91, two-tailegh < .001),
whose error rates were similar (no pairwise diffiees between MA, ED, and OZ < .84,
two-tailedp > .36; and NL had fewer errors). HZ and EY wesmdhe only participants whose
error rates exceeded those of the worst-performamgrol participant.

HZ also had many substitution errors, but her pradant error type was still transpositions:
they were more frequent than her substitutighs 31.7, one-taileg < .001), and they all went
undetected by her, whereas she self-correctedia8 bubstitution errors.

The same-different decision task does not requrbat production of numbers. Thus, HZ's
and EY’s high transposition error rates clearlyicate that they have a digit-order encoding
deficit in the visual analyzer. The other particitmhad a more-moderate (even if significant)
transposition error rate in this task. One possiag that they had a milder digit-order encoding
deficit. Another possibility, however, is that thdransposition errors reflect the normal
difference of difficulties between transpositionirpaand other pairs, which was observed even
in the control group, and was amplified for thetjggpants due to a general difficulty in number
reading or in memory.
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Table 7.6. Error percentages in tasks that tap the visual analyzer (tasks that involve visual digit input but
do not involve production of verbal numbers). HZ and EY had high rates of transposition errors. MA, ED,
NL, and UN had lower transposition error rates. OZ had many transposition errors only in one task.

Experiment 7.2— sequence identification

Sequence Transposition Substitution

HZ 1 83" 4"

EY 1 36+ 4

MA 1 0 0

ED 3 4 0

NL 4 2 0

0z 7 17 2

UN 6 4 0
Controls (SD) 3.3(3.9) 2.7 (3.4) 0

EY Controls (SD) 0.9 (1.0) 1.3(1.3) 0.1(0.4)

Experiment 7.3— same-different decision

Equal Transposition Substitution

Hz 1 100" 39+

EY 0 63+ 0

MA 0 14~ 3

ED 1 22" 0

NL 0 6 0

0z 0 19™ 3
Controls (SD) 1.2 (2.1) 4.7 (5.5) 0.6 (2.3)
EY Controls (SD) 0.1(0.4) 1.9 (2.5) 0.4 (0.6)

Experiment 7.4— number matching

Equal Transposition Substitution Number length
HZ 6 19+ 4 29+
MA 0 3 0 5
ED 2 5 0 6
NL 7 0 0 0
0z 6 2 0 2
Controls (SD) 3.1(2.7) 0.3 (0.6) 0.2 (0.4) 0.5(0.8)

*k

Comparison with control group: *p<.1 “p<.05 “p<.01 "p<.001

*** Errors 2 7%, control group < 2%
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7.3.3.1.3.Experiment 7.4: Number matching

In this variation of same-different decision, thartcipant was presented with a list of
numbers and compared each number in this listied sample number. This task too involves
visual digit input with no verbal output, so it tathe visual analyzer. The exact task design and
stimulus selection were mainly motivated by constens of diagnosing number length
encoding impairments. These considerations wikbkaained in detail in Section 7.3.5.1.

7.3.3.1.3.1. Method

The task was designed as 10 blocks. In each btbekparticipants saw a sample number
and 49 target numbers printed underneath. They insteicted to circle all targets that were
identical with the sample number, working as adalyaand quickly as possible. The sample
numbers consisted of a digit that repeated 4 amBg, and one different digit in an interior
position (e.g., 22322, 777747, etc.). Of the 49gaanumbers, 191 were identical with the
sample, 100 were derived from the sample by trasisgotwo digits (777747-777477),
100 were derived by adding/deleting a repeatedt digimber-length difference, 228222-
22822), and 99 were derived by substituting the repeated digit (33533-33933). The numbers
were printed on A4 paper, two blocks per sheetaBY UN did not perform this task.

7.3.3.1.3.2. Results

Only HZ had significantly more errors than the cohgroup in the transposition targets
(Table 7.6). This further indicates that she hadigit-order encoding deficit in the visual
analyzer, whereas MA, ED, NL, and OZ did not.

7.3.3.1.4.Interim summary: Digit order errors in the visual input tasks

The tasks described here, all of which specificily digit order encoding in the visual
analyzer, showed a consistent pattern: EY and HZrhany digit order errors, whereas MA,
ED, NL, and UN did not (except the same-differexski where they had transposition errors,
but still significantly fewer than HZ and EY). Thisdicates that EY and HZ, but not the other
participants, have a digit-order encoding defigithe visual analyzer. The only inconsistent
finding was OZ'’s high rate of transposition errorghe sequence identification task (which was
still much lower than EY’s and HZ'’s). It is thereéopossible that OZ too had a mild digit-order
encoding deficit.
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7.3.3.2. Output task: Number repetition - Experiment 7.5

The participants performed a number repetition ,taghkich involves verbal production
without visual digit input. This task taps the pbtwgical retrieval mechanisms of number
words (Dotan & Friedmann, 2015; McCloskey et a@8@). If the transposition errors result
from a deficit in phonological retrireval, they shd appear in this task too. The task may also
expose a verbal production difficulty in other #ade.g., the generation of number word frame),
but not necessarily: in another study we observeatiant with a deficit in verbal production of
numbers, who nevertheless managed to repeat numdreestly, apparently by using various
strategies (Chapter 9).

7.3.3.2.1.1. Method
The experimenter said aloud each number and thieipant repeated it. HZ, MA, and ED

repeated the 120 numbers from Experiment 7.1. WiNj& span was very low, so he repeated
120 numbers in which only 2 or 3 digits were nomz&he numbers had 3, 4, 5, or 6 digits (22,
39, 37, and 22 items per length, respectively)allow for direct comparison of his number
repetition with his number reading, in a separatsi®n he also read the same numbers from
paper. EY repeated 82 numbers — one block of 48dmit numbers, and another block of 42
five-digit numbers.

7.3.3.2.1.2. Results

All participants had almost no digit order erronsthe repetition task (Table 7.7). This
suggests that HZ's and EY’s digit order errors immber reading (which we saw in
Experiments 7.1 - 7.4) did not originate in an img@ production process, and certainly not in
impaired phonological retrieval.

7.3.3.3. Interim summary: the assessment of digit order errors

The results of the experiments above are cleararflZ EY had “digit order dyslexia” — a
digit-order encoding deficit in the visual analysisArabic numbers. They had high rates of
digit order errors in all tasks that involved vikdagit input — reading aloud, same-different
decision, sequence identification, and number niagchbut only few order errors in number
repetition, a task that involved verbal output withvisual digit input. HZ’s deficit was more
severe. Indeed, this disturbed her in real lifaagibns — e.g., she had a real difficulty when
waiting in a bus station where both line 28 andv@?e stopping.
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Table 7.7. Percentage of errors in the number repetition task (Experiment 7.5), which involved
production of verbal numbers but did not involve visual digit input. The rate of digit order errors was
low for all participants.

Digit 1stdigit Decimal Substi- Thousand All

Task order shifts shifts tutions errors? errors®
Number Hz 1 0 0 3 0 4
repetition 2 0 0 0 9 0 12
MA 3 0 0 4 0 9
ED 1 0 0 8 0 117
NL 1 1 1 11° 0 16"
0z 1 0 0 7 0 8
UN© 0 13+ 29+ 27+ 2 48+
Controls (SD) 1.1(1.2) 0.5(1.2) 1.1(1.0) 3.6(3.5) 0 4.6 (3.6)
EY controls (SD)  1.5(1.1) 0 0 5.4 (5.4) 0 6.6 (5.8)
UN controls (SD) 0.1(0.2) 0.1(0.3) 0.1(0.3) 0.4(0.4) 0 0.6 (0.7)
UN’s reading of the same stimuli 0 48 48 7 0 52

Comparison to the control group:  *p<.1 "p<.05 “p<.01
** Errors 2 7%, control group < 2%

@ The rate of errors related with the decimal word "thousand" was counted out of the 52 nhumbers
that had a sufficient number of digits (5 or 6).

b The percentage of items with any error.
¢ The stimuli lists of EY and UN were different from those of the other participants.

MA, ED, NL, and UN had relatively few digit orderrers in all tasks, indicating that they
had intact digit order encoding in all stages.

OZ had no digit order errors in the output-onlyktaand in the number reading task, and
relatively few digit order errors in two of the #& input-only tasks, but he had many
transpositions in third input-only task (sequerdmnitification). Thus, he may have had a mild
impairment in digit order encoding in the visuahbszer.

7.3.4.Impaired encoding of 0 positions in the visual analyzer

In Experiment 7.1, EY showed an interesting perfomoe pattern: she had many digit order
errors when reading numbers that included onlydigés 2-9, but virtually no errors when
reading numbers that included also the digit OsT&ian important finding, as it suggests the
existence of another mechanism, separate from idjie atder encoder, which selectively
encodes the position of 0. Presumably, this meshanvas spared for EY, and this is what
allowed her to avoid order errors when the numbeluded the digit 0. We further tested this
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dissociation using two experiments in which thespreee of 0 in the number was carefully
controlled. These experiments were administeredh& two participants with digit-order
encoding deficit, EY and HZ.

According to Cohen and Dehaene’s (1991) modeldicdted process encodes not only the
positions of 0, but also of 1. To test this pos&ihiwe also controlled for the presence of 1 in
the number. Moreover, Cohen and Dehaene suggdsaedhe importance of 1 is the verbal
irregularity it creates when it appears in the desaposition (it cues that the number should
include an x-teen word). This may imply that 1 wbbbkve an effect only when appearing in
the decades position. We therefore compared theipants’ performance in numbers where
the digit 1 appeared in different positions.

7.3.4.1. Experiment 7.6: reading numbers with 0, 1, or neither

7.3.4.1.1.Method

EY and HZ read 350 four-digit numbers: 100 numlxeckided the digit O in the hundreds
or decades positions (xOxx and xx0x, 50 items yee); and 150 numbers included the digit 1
(xxx1, xx1x, and x1xx, 50 items per type). Additari 00 control numbers included neither 0
nor 1 and were derived from the xxx1 and xx1x nursly substituting the digit 1 with a digit
that was neither 0 nor 1 (xxx6 and xx3x). The 3Gfhhers were administered in random order
in four blocks.

In Experiment 7.1, transpositions with 0 (e.g., 230 2034) were classified as decimal
shifts. Here, to avoid any bias that may artifigiakduce order errors in numbers with 0, we
classified transpositions with O as order errors.

7.3.4.1.2.Results

Both participants had many digit order errors (€abl8). Importantly, EY had merely a
single error in numbers with 0, more order errarsnimbers with 1€ = 16.6, one-tailed
p < .001), and even more order errors in numberks nétither 0 nor 1yf = 25.5, one-tailed
p <.001), replicating the dissociation she showeBxperiment 7.1 between numbers with and
without 0. Within numbers with 1, she made moresortrors involving the digit 1 than order
errors not involving 1y? = 4.62, one-tailegh = .02). Her performance was unaffected by the
position in which the digit 1 appeared: she hadlamdligit-order error rates in xxx1 (14%),
Xx1x (20%), and x1xx (18%x%(2) = .54, two-tailedp = .76), and for each decimal position
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of 1, the error rate in numbers with 1 was lowantin numbers with 2-9¢ > 10.31, one-tailed
p <.001).

Table 7.8. Error percentages in Experiment 7.6 — reading aloud numbers with 0, with 1, or with only
the digits 2-9. EY had fewer order errors in numbers with 0/1 than in numbers without these digits.
HZ showed no such sensitivity to 0/1.

Numbers with 0  Numbers with 1  Numbers with only 2-9

EY  Order errors 1 17 47
Transpositions with 0/1 0 6
Only in the digits 2-9 1 13
All errors @ 2 20 48
o omeremors 59 ................... s B 42 B
Transpositions with 0/1 50 18
Only in the digits 2-9 10 19
All errors ® 62 42 45

2 The percentage of items with any error.

HZ did not show this kind of sensitivity to 0 andii fact, she showed the opposite pattern:
moredigit order errors in numbers with 0 than in numsbeithout 0, 1 = 5.78, two-tailed
p =.02). Table 7.8 shows that this pattern resut@ah her high rate of transpositions of 0 with
another digit (e.g., 4302 4032), suggesting that at least some of thesasewere in fact
decimal shifts rather than order errors. This jtetation is supported by two findings: first,
when excluding transpositions of 0 with anotheitdignd correspondingly excluding from the
control numbers transpositions of 3 or 6 with aeottigit), HZ showed similar order error rates
in numbers with 0 (10%) and without 0,1 (12¢6= 0.2, one-tailegh = .32). Second, when we
compared HZ's transpositions of 0 with another tdagiainst her transpositions in the same
decimal positions in the numbers without 0-1, weeastkeed more transpositions with 0 (50%
versus 21%y? = 18.36,p < .001).

The different patterns exhibited by HZ and EY carbexplained by the slightly different
methods of stimulus presentation (EY read the nusbe a computer screen with limited
exposure, HZ read them from paper): HZ’s errorgattlid not change when she re-read the
Experiment 7.6 stimuli under EY’s conditions (frencomputer screen with 400 ms exposure).
Crucially, HZ’'s and EY’s different stimulus presatibn methods cannot explain the main
finding in the present experiment — the effect @@ 1 on EY's reading.
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The results can also not be attributed to visuiérinces between 0 and 1 and the other
digits. According to such a visual account, whdpbe EY was visual parameters such as the
unique shape of 0 (circle) and 1 (line). To rulé this explanation, we administered EY a
control experiment in which she saw a circle-shagietacter that was not zero. We capitalized
on EY’s letter position dyslexia in word readinggdeon the fact that the Hebrew letter Samekh
(0, pronounced /s/) has a circle-like shape, sinyilerithe English letter O. EY read a list of 51
words with the letteo as a middle letter (because letter position dyaleffects only middle
letters), mixed with 51 words withoot The words were presented on the computer scogen f
400 ms in Guttman-Yad fonb). The visual account predicts that EY would hagedr
transposition errors in words withthan in words withouo, but this was not the case: she had
24% migration errors in words withand25% in words withouo (x> = 0.50, 1-tailegp = .41).

7.3.4.2. Experiment 7.7: same-different decision in numbers with 0, 1, or
neither

Experiments 7.1 and 7.6 showed that EY can readatsywithout digit order errors if the
number includes 0. As we saw in Section 7.3.3, B}t order errors originate in a visual
analyzer deficit. We therefore hypothesized that diglity to avoid digit order errors also
originates in the visual analyzer. To examine tiypothesis, we administered her a same-
different decision task and manipulated the preserid in the numbers. This task involves
visual input but no verbal output, and as demotexdran Experiment 7.3, EY’s impaired digit
order encoder fails in distinguishing between numstkat differ in the order of digits. If her
visual analyzer can avoid digit order errors in bens with O, EY should be able to tell apart
transposed pairs that contain 0. HZ performeddkk too, as control.

7.3.4.2.1.Method

HZ and EY saw 300 pairs of 4-digit numbers and aietj for each pair, whether the two
numbers were identical (143 pairs) or differechi@ brder of two adjacent digits (157 pairs). Of
the transposition pairs, 53 pairs contained thé deyo, 51 pairs contained the digit 1, and 53
pairs contained only the digits 2-9. Both 0 anadld appear in the units (19%), decades (15%)
or hundreds (66%) position. The numbers in each gapeared next to each other on the
computer screen. The rest of the methodologicahildetvere like in the same-different
experiment described above (Experiment 7.3).
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7.3.4.2.2.Results

Similarly to number reading (Experiments 7.1, 7BY, had significantly fewer errors in
detecting transpositions when the numbers inclutdedligit O than when they included only
the digits 2-9 (Table 7.92 = 16.5, one-tailegh < .001). However, unlike Experiment 7.6, the
existence of 1 in the number did not improve EYesformancey? = 0.27, one-taileg = .30).
The specific position of the digit 0 or 1 had nagnsiicant effect on EY's error rate
(Fisher'sp = .44 for 0, Fisher'’p = .34 for 1).

HZ did not show a facilitating effect of 0 or 1 cpared to the 2-9 pairg¥ < 0.66,
one-tailedp > .21), replicating her performance pattern in geding aloud task.

Table 7.9. Percentage of errors in same-different decision
(Experiment 7.7). EY had fewer errors in numbers with 0 than in
other numbers, whereas HZ showed no sensitivity to 0.

Pairs differing in digit order

Only 2-9 With 1 With 0 Identical pairs
HZ 68 73 60 20
EY 47 41 11 3

7.3.4.3. Interim summary: the assessment of 0-position encoding

The two number reading Experiments (7.1, 7.6) bleslrow that EY had a highly selective
deficit in number reading: she had difficulty ingdiorder encoding, but this difficulty had
almost no impact on numbers that included the digi® similar facilitating effect of 0 was
observed in a task with visual input and no vedudput (same-different, Experiment 7.7). Our
best explanation to this pattern is that the vianalyzer has a dedicated sub-process that detects
the presence of 0 in the number and encodes iitiquss as part of the decimal structure
extraction (Fig. 7.1). EY had selective impairmenthe digit-order encoding mechanism, but
her O-detector was still intact. This allowed Her, numbers with 0, not only to identify the
position of O but also to use it as pivot for ordgrthe remaining digits. HZ was impaired in
both processes, so the presence of 0 in the nutidbeot help her.

The findings were slightly different with respeot the digit 1. The presence of 1 in the
number helped EY to avoid digit order errors indiag aloud but not in the input-only task
(same-different). This suggests that 1 has a dpeei@s in the speech production stage but not
in the visual analysis stage. We further elaboomtethe implications of this finding in the
Discussion of this chapter.
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7.3.5.Impaired processing of the number’s structural information

In Experiment 7.1, all participants except EY haahmdecimal shift errors. These errors
occurred mainly in the leftmost digits, a pattdrattcan potentially result from impairments in
several possible sub-processes, all of which hahdleumber’s decimal or verbal structure. In
the present section we identify, per participame, focus of deficit underlying these first-digit
shift errors. One possibility is that the errorsule from erroneous encoding of the number
length in the visual analyzer, which would maketipgrants produce a number as if it had fewer
digits or more digits (e.g., 4,326 43,200). Section 7.3.5.1 examines this possibiitgecond
possibility, examined in Section 7.3.5.2, is tHneg €rrors result from impaired triplet parsing in
the visual analyzer (e.g., 4320 43,20— “forty three, twenty”). A third possibilityassessed
in Section 7.3.5.3, is that first-digit shift ersoresult from impaired detection of 0’'s and their
positions: ignoring a 0 or encoding an excessiw®0ld change the perceived number of digits
in the number (e.g., 4,326 43,200), and transposing a 0 would shift the datjposition of
the transposed non-0 digit (e.g., 4,3204,302). Finally, in Section 7.3.5.4 we examine the
possibility that the decimal shift errors resudirfrimpaired generation of number word frames
in the verbal production stage. Such impairmentdpotentially distort the number length, the
positions of 0’s, or the number’s triplet structure

7.3.5.1. Can decimal shift errors result from impaired number-length encoding
in the visual analyzer?

The participants performed two visual tasks withaarbal production, which were sensitive
to number length: same-different decision and numbatching. If the participants have
impaired number-length detection in the visual yret, they should have difficulties in these
tasks.

Both tasks required the participants to judge wérethisually presented numbers were
identical or not. Pilot experiments suggested aonragthodological challenge in designing this
kind of tasks: participants often rely on altematstrategies rather than on number length
information. For example, if we ask whether 1234 42345 were identical, the participant
could detect the difference by relying on the didéntities (only the second number has “5”).
In the pair “1234 =? 12343”, they could rely on thder between 3 and other digits. Thus, pairs
such as 1234-12345 and 1234-12343 could yield gmytbrmance even if number length
encoding is impaired. To prevent these alternasivategies, we used numbers in which all
digits but one were identical (e.g., 99949). Numleagth was manipulated by changing the
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number of instances of the repeated digit, e. 2499949: both numbers contain only 4’s and
9's and in the same relative order, so they aristimguishable by digit identity and digit order.
In the supplemental online material, we discussenfimre-grained methodological aspects of
these tasks.

7.3.5.1.1.Experiment 7.8: same-different decision

7.3.5.1.1.1. Method

The participants saw 240 pairs of numbers with dgfts, and decided whether the two
numbers in each pair were identical or not. Imalnbers, one digit was non-9 and the other
digits were 9. There were 120 identical pairs a2d different pairs. In the different pairs, the
second number was derived from the first by addingemoving a single 9 digit (e.g., 99949-
9949, or 99949-999499, 60 pairs), or by substitutine non-9 digit (e.g., 99949-99979,
60 pairs). The two numbers appeared in the cemtifreacscreen one after another for 1000 ms
each, with a 500 ms delay between them. The paaiits answered using two keyboard keys.
EY did not perform this task. HZ had very high errates in all stimulus types, suggesting
impulsivity, so she later performed the task agéiile answering verbally rather than with the
keyboard. We report her performance in both respamsthods.

7.3.5.1.1.2. Results

If a participant has a selective deficit in theided structure analyzer, his error rate in the
length-differing pairs should be higher than thatoal group's. It should also be higher than the
participant's own error rate in the substitutioirar his pattern was observed for HZ and MA
(Table 7.10): they had significantly more errorarththe control group in the length-differing
pairs (HZ had more errors in all stimulus typesljicating a general difficulty in this task, but
the difference was most evident in the length-difig pairs). They also had more errors in
length-differing pairs than in substitution paiksZ( x? = 13.1, one-tailegh < .001; MA:y? =
9.84, one-tailegh < .001). The control group had similar error ratethe length-differing pairs
and the substitution pairs (paired t(19) = 0.62-tailedp = .54, Cohen’s d = 0.28).
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Table 7.10. Percentage of errors in Experiment 7.8 — same-different decision. If number-length
detection in the visual analyzer is impaired, the participant’s error rate in length-differing pairs
should be higher than their error rate in the other types of pairs, and higher than the control group's
error rate in length-differing pairs. Only HZ and MA showed this pattern.

Length difference Digit substitution Identical
HZ (keyboard answer) 70+ 23™ 15"
HZ (verbal answer) 18+ 8" 3
MA 20* 2 5*
ED 5 7" 5*
NL 0 0
0z 3 2 8™
UN 22* 377 18"
Control group (SD) 1.9 (2.4) 2.3 (2.0) 2.5(1.5)

*

" p<.001
*** Errors =2 7%, control group < 2%

Comparison to control group: *p<.1 “p<.05 “p<.01

The other participants — ED, NL, OZ, and UN — dat show this pattern of results. None
of them had more errors in length-differing palrart in substitution pairs, and none had more
length errors than the control group (UN did haweererrors than the control group, but in all
pair types rather than just in the length-differpagrs). These findings indicate that HZ and MA,
but not ED, NL, OZ, and UN, had a deficit in encgginumber length encoding in the visual

analyzer.

7.3.5.1.2.Number matching

This task, described in Section 7.3.3.1.3 (Expemim&4), required comparing several
numbers to a fixed sample number. The number doaldlentical with the sample, or differ
from it in the number of digits (number length)etbrder of digits, or the identity of digits.
People with a deficit in number length encodinghe visual analyzer are expected to show a
higher error rate in length-differing targets tasubstitution targets. We also expect their error
rate in the length-differing targets to be higheaurt the control group's. Such a pattern was
observed only for HZ (Table 7.6; length-differiraydets vs. substitution targetg: = 11.05,
one-tailedp < .001). MA and ED showed a partial match to gastern: they had more errors
in length-differing targets than in substitutiomgits §2? > 5.08, one-tailegh < .02), but their
length error rate did not exceed the 7% criteribat twe set as the threshold to count as
significantly worse than the control group. NL &4 did not have many length-related errors
(p> .25 for length vs. substitution, and neither hamteriength errors than the control group).
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Thus, this task indicates that HZ, and perhaps M@é BD too, had impaired number length
encoding in the visual analyzer, but NL and OZ ratd

7.3.5.1.3.Interim summary: first-digit shift errors in the visual analyzer

We examined number-length encoding in the visualyaer using two tasks. In each task,
we used two criteria for impaired performance: hgvunore number-length errors than other
error types, and having more number-length ertwaa the control group. This resulted in four
statistical tests for the participants’ number lngncoding (two tasks, two tests per task). HZ
had a high rate of number-length errors accordradltfour tests, MA had high rates of number-
length errors according to three tests, and ED skoavhigh rate of number length errors only
in one test. The remaining participants — NL, OZd &N did not show high rates of number-
length errors in either of the tasks. These resottcate that HZ and MA, but not the other
participants, had impaired encoding of number lenBbth tasks tapped the visual analyzer,
indicating that this was the locus of the numbegtd encoding deficit.

7.3.5.2. Can decimal shift errors result from impaired triplet parsing in the
visual analyzer?

Another possible reason for making first-digit sleifrors is a deficit in triplet parsing. For
example, if the digits of 54321, which should beugred as 54,321, were grouped as 543,21,
the result would be a first-digit shift — sayingvé hundred” instead of “fifty”. We reasoned
that if this was the source of the participant<idel shift errors in number reading, the errors
should disappear if we provide them with explicies about the correct way to parse the number
into triplets. As a parsing cue, we used a standandma separator between the hundreds and
thousands digits.

7.3.5.2.1.Experiment 7.9: Reading numbers with a comma separator

The participants read aloud the 120 numbers tha¢ weesented in Experiment 7.1, but
unlike Experiment 7.1, here they were presented astomma separator between the thousands
and hundreds digits (e.g., 54,321, whereas in kxget 7.1 it was 54321). We reasoned that
the comma separator would provide a bypass strdtegyarsing triplets if the participant’s
visual analyzer had difficulties in doing that.alfparticipant’s decimal shifts in reading aloud
originate in a triplet parsing deficit, the comnegarator should provide him with a visual cue
to improve the parsing, and the participant sholdatefore make fewer first-digit shift errors
here than in Experiment 7.1. The comma separatgrais help participants with impaired
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number-length encoding in the visual analyzer, bseahis visual cue could help estimating
the number length. In contrast, the visual manipataof adding a comma is not expected to
help participants whose first-digit shift errorsgimate in impaired production processes. We
also hypothesized that the comma separator wowe ha effect on digit-order encoding, and
consequently would not decrease the rate of traaitsmas.

Table 7.11. Error percentages in reading numbers with 4-6 digits with comma separator (e.g.,
12,345, Experiment 7.9) and without comma (12345, Experiment 7.1). The visual manipulation of
adding the comma, which presumably affects only the visual analyzer, improved the reading of HZ,
MA, and ED, but did not help NL, OZ, and UN.

With comma (Experiment 7.9) Without comma (Experiment 7.1)

1°t-digit shift Order Thousand®  All 1°t-digit shift Order Thousand? All
HZ 8" 18 0 51 33 21 0 52
MA 47" 4 4 13" 20 4 0 24
ED 0" 2 1 3™ 21 3 6 28
NL 9 3 0 16 11 4 1 20
0z 16 0 3 29 19 1 8 39
UN 18 1 16 39 18 1 8 49

*k

" p<.001

@ The rate of errors related with the decimal word "thousand" was counted out of the 52
numbers that had a sufficient number of digits (5 or 6).

Comparison between conditions: * p <.05

Table 7.11 compares the participants’ reading witbmma separator versus their reading
without it, using McNemar test. Only the 90 numb#rat can include a comma (4-6 digits)
were analyzed. The addition of comma separatorlgleaduced the first-digit shift error rate
for HZ, MA, and ED, but not for NL, OZ and UN. Thisdicates that the deficit of HZ, MA,
and ED was in the visual analyzer, either in enogtle number length or in parsing the triplets.
Because we already concluded above that ED dodsaveta number-length encoding deficit
in the visual analyzer, the present results inditiaat she had impaired parsing of triplet in the
visual analyzer.

NL, OZ, and UN did not gain from the addition of@mma separator. This finding can be
interpreted in two ways: either their deficit waxt misual, or they had a double deficit — a visual
deficit and another deficit — and the second deficide them err even when the numbers were
presented with a comma separator. We resolve niisgaiity later below (Section 7.3.5.4.3) by
considering the results in the present task ingmtjon with other tasks.
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HZ's performance in this task is interesting alsmnf another respect. The addition of a
comma separator significantly decreased her figit-shift errors but not her digit order errors.
The difference between the comma’s effects onvloeetrror types was significant (an analysis
of the Experiment x Error Type x Success contingdable showed a three-way interaction:
v*(4) = 7.64, one-taileg = .05). This within-participant dissociation betmeorder errors and
first-digit shifts further supports our earlier atusion that order errors and first-digit shiftas
originate in two distinct processes.

7.3.5.3. Can decimal shift errors result from impaired 0 detection in the visual
analyzer?

Another possibility is that the decimal shift esaesult from impaired O detection in the
visual analyzer. According to this view, decimaliftshoccurred because the participants
incorrectly encoded the presence of 0 in the numgeoring a 0, or encoding an excessive 0,
results in encoding a number as having too manpoifew digits. In essence, the argument
here is very similar to the possibility of a numibemgth encoding deficit, but it assumes that
the change in number length did not result fronualper length error per-se, but is the indirect
result of incorrect detection of 0’s. We herebyraikee several specific predictions derived from
this view. As we shall see, none of the participdulfilled these predictions.

First, if a person’s decimal shifts result fromiaual encoding deficit, that person should
show more decimal shift errors in numbers with @ntln numbers without 0. In the number
reading task (Experiment 7.1), no participant stebttes pattern (Table 7.12).

Table 7.12. Error percentages of decimal shift errors in Experiment 7.1 (number reading). Contrary to
the view that these errors result from erroneous encoding of 0 positions, no participant showed:

(a) more decimal shifts in numbers with 0; or (b) a tendency of first-digit shift errors to lengthen
numbers without 0 (which could be explained as an addition of 0) rather than to shorten these
numbers (which is unexplained as a 0 effect).

Decimal shifts in numbers... Numbers without 0: first-digit-shifts resulted in...
with O without 0 longer number shorter number
HZ 25 30 11 17
MA 9 21 10 11
ED 14 19 10 10
NL 9 14 5 10
0z 16 14 6 6
UN 16 21 6 11

165



Chapter 7. A cognitive model for multi-digit numbeading

The second prediction starts with recognizing #ratmpaired O detector can cause a first-
digit shift error only by omitting a O or encodiag excessive 0. If the target number does not
include 0O, it is obviously impossible to omit as@, an impaired O detector can only create first-
digit shift errors that make the number longer.léac prediction follows: in numbers without
0, such a person would have more first-digit stititg make the number longer than the target
and fewer shifts that make the number shorter tharnarget. This prediction was no affirmed
for any of the participants — in fact, for all peipants, the number of “longer” errors was
smaller than or equal to the number of “shorterdes (Table 7.12).

Third, a person whose decimal shifts originatempaired 0 encoding should perform well
in tasks that do not include numbers with 0, ehg.tumber comparison tasks that we used —
number matching and same-different (Experimentaiddd7.8). Contrary to this prediction, MA
had number-length errors in Experiment 7.8, andhdd such errors both in Experiment 7.4
and in Experiment 7.8. These errors cannot be mquaby a 0-encoding deficit — they can be
explained only as a number-length encoding deficit.

Finally, explaining decimal shifts as resultingrfrdoad O detection does not explain why,
for some participants, decimal shifts were neatlynieaated by the addition of a comma
separator (Experiment 7.9), because there is rav obason why the comma separator should
facilitate the detection of the presence of O ia tumber or the detection of O positions
(especially given that the comma did not facilitdie order encoding for other digits).

All these findings indicate that erroneous 0 débectioes not account for the decimal shift
errors of any of the participants in this studywdwer, it is still possible that other individuals,
who may have a selective deficit in O detectiothavisual analyzer, would make decimal shift
errors as a result. In such cases, we would exgpectrror pattern different from the ones
observed for our participants: (1) there would b@rerdecimal shift errors in numbers with O
than in numbers without O; (2) only lengtheningoesrwould occur in numbers without O;
(3) the person would succeed in the number congariasks that we used here; and
(4) the addition of a comma separator would noticedhe number of decimal shifts. Finally,
our findings still allow the possibility of a doubtieficit — i.e., participants in this study, whose
decimal shifts are explained by another impairmeray still have a O detection deficit on top
of that impairment.
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7.3.5.4. Can decimal shift errors result from impaired generation of number
word frames in verbal production?

The last locus of deficit we considered as a péssibgin for first-digit shift errors was the
generation of number word frames in verbal proauctiGeneration of incorrect frames could
result in decimal shift errors of all kinds, inclnd first-digit shifts. We assessed this generation
process with three tasks that allow for first-dgiiift errors. Two tasks — number repetition and
multiply/divide by 10 — involved verbal productiaf number words that were not presented
visually. We predicted that individuals with impadrgeneration of number word frames would
perform poorly in these tasks, but individuals vatbelective deficit in the visual analyzer would
perform well. The third task (Experiment 7.11) wasnber reading, with a manipulation that
was designed to improve the reading of participavitis impaired generation of number word

frames.

7.3.5.4.1.Number repetition

The number repetition task was already describedeafSection 7.3.3.2, Experiment 7.5).
All participants but UN did not make any first-dighift errors in this task, nor did they have
other decimal shifts (Table 7.7). However, thisslnet necessarily indicate good processing of
number length in the verbal production stage: tinalmer repetition task may be too easy and
may allow for alternative strategies — e.g., beeahg participants hear the number’s verbal
structure and do not have to produce it on thein.dwdeed, in another study we observed a
patient with a deficit in verbal production of nuemb, who nevertheless managed to repeat
numbers correctly (Chapter 9).

UN was the only participant who had many first-tigjnift errors in number repetition,
suggesting he had a deficit in verbal productionliké the reading task, here UN’s errors were
not restricted to first-digit shifts (13%) — healsad many shifts in the beginning of the second
triplet (18%, and only 5% errors in mid-triplet dg). His first-digit shift errors can be
interpreted in two ways. One possibility is thathe impaired generation of number word
frames. According to this interpretation, unlike tbther participants, UN was unable to use
bypass strategies such as word-by-word repetipenh@ps because of his severely impaired
working memory) or morphological cueing (perhaps thuhis morphological deficit). A second
interpretation is that UN had a later deficit —pinonological retrieval — which corrupted the
lexical class information (ones, tens, teens ddotan & Friedmann, 2015; patient JG in
McCloskey et al., 1986). We revisit these posgibagiin the Discussion of this chapter.
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7.3.5.4.2.Experiment 7.10: Multiply / divide by 10

In this task, the participant saw simple exercefenultiplication or division by 10, read the
exercise aloud, and then said the result. This tag& the production processes for several
reasons. First, we presented the numbers with aneoseparator, which helps an impaired
visual analyzer. Second, because the participaatd the exercise aloud, we could rely on
correct reading of the exercise as an index to gasadhl analysis of that exercise. Third, because
the produced number was different from the onetgdiron paper, the information about the
number to produce did not arrive directly from thsual analyzer, but from the calculation
mechanism (i.e., the task did not involve the staddligit-to-verbal transcoding pathway). In
the supplementary online material, we further discaome methodological aspects of this task.

7.3.5.4.2.1. Method

The participants saw a list of 28 multiplicatiomplems mixed with 28 division problems.
The numbers were printed with a comma separaterdest the hundreds and thousands digits.
The first operand had 3-5 digits, with two non-zéigits and then zeros, and the second operand
was always 10 (e.g., “6,500 x 107, “740 + 10"),.j.the results had 2-6 digits. The participants
read aloud each problem and then said the result.

7.3.5.4.2.2. Results

The participants had some errors in reading theceses, but most of these errors were self-
corrected prior to providing the answer. Importgnéxcept UN, there was not even a single
case of an uncorrected reading error followed byeorrect answer. For UN there were 8 such
cases, but in none of them could the erroneoust leswexplained by the reading error. Thus,
the errors reported below originate in a productiificulty and not in a visual analysis
difficulty.
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Table 7.13. Error percentages in the multiply/divide-by-10 task (Experiment 7.10), which specifically
taps the verbal output processes. To examine the processing of number length, we inspected the
first-digit shift errors. NL, OZ, and UN had high rates of such errors, whereas the other participants
did not.

First-digit shift Substitution Thousand?® Transposition All errors®

HZ 4 0 3 2 7
MA 2 0 5 0 5

ED 5 0 0 0 5

NL 20" 0 0 0 20
oz 9™ 0 0 2 117
UN 43" 20+ 5 0 57"
Controls (SD) 2.0(2.7) 0 0.1 (0.6) 0 2.9 (3.0)

*ok

"p<.001 **Errors > 7%, control group < 2%

2The rate of errors related with the decimal word "thousand" was counted out of the 37 numbers
that had a sufficient number of digits (5 or 6).

® The percentage of items with any error.

NL, OZ, and UN had high rate of first-digit shiftrers (Table 7.13), indicating that they had
a number-length processing deficit in verbal praduc The other participants did not have a

Comparison to control group: *p<.1 "~ p<.01

high rate of first-digit shift errors, indicatingared verbal production processes.

7.3.5.4.3.Experiments 7.11 and 7.12: Reading numbers as triplets

The last pair of experiment to assess verbal ptalugvas a variation of number reading.
In a way, they are the verbal correlate of Expenne9, where we used a visual manipulation
(comma separator) to help participants with imghiesual analyzer. Here, Experiment 7.11
used a verbal manipulation designed to help pperds with impaired generation of number
word frame (but not participants with a visual gaal deficit). Numbers were presented exactly
as in the number reading experiments, but the redwierbal output was simplified: participants
were asked to read each number as two shorter mamiyeto 3 digits long (e.g., the number
54321 was to be read as “fifty foand thenthree hundred and twenty one”). In this reading
mode, participants never had to produce a numipgelothan 3 digits, so they would only need
to generate short number word frames (e.g., feday®h number they would generate a 2-digit
frame and a 3-digit frame). The visual analysighis task, however, is as demanding as in
Experiment 7.1. If a participant has decimal skifors in standard reading (Experiment 7.1)
but not here, this would indicate that the decistaft errors originate in a verbal production
deficit.
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Note that even if a person does have a producticidthat yields first-digit shifts, the
verbal manipulation of Experiment 7.11 may faiketominate decimal shift errors if this person
has an additional impairment that yields such srrag.g., a visual analyzer deficit in the number
length encoder or in parsing the number to tripl&ts address such cases, Experiment 7.12
combined the manipulations of Experiments 7.11&8dthe participants saw the numbers with
a comma separator (which should help coping withvisual impairment) and read them as
pairs of shorter numbers (which should help copwity the verbal impairment).

7.3.5.4.3.1. Method

The participants saw the 120 numbers from Experirighand read aloud each number as
described above: 3-digit numbers were read likExperiment 7.1, and each longer number
was produced as two shorter numbers, separatediny then” (the single word /ve-az/ in
Hebrew). Participants were instructed to splitrtnenbers in two such that the second number
would have 3 digits, and we verified (with examplést they understood these instructions.
They were also given examples for each number herggtween 3 and 6 digits. In
Experiment 7.11 the numbers were presented with@utomma separator (like in
Experiment 7.1), and in Experiment 7.12 they weesented with a comma separator (like in
Experiment 7.9). The results were compared ag#iegparticipants’ reading in Experiment 7.1
using McNemar test. Only the 90 numbers with 4-@Gitsiwere analyzed, because shorter
numbers are produced in the same manner in thexperiments.

7.3.5.4.3.2. Results

Reading numbers as triplets clearly helped OZ @all4): his first-digit shift error rate in
Experiment 7.11 was no longer significantly higtiemn the control group’s, and was lower than
when reading the same digit strings as whole nusnlger Experiment 7.1). This pattern
indicates that OZ’s first-digit shift errors origited in a production deficit.

Reading as triplets also helped HZ, but to a lessemt: she had fewer first-digit shift errors
in Experiment 7.11 than in Experiment 7.1, indicgtthat at least some of her first-digit shift
errors originate in impaired production processéscertheless, even when reading as triplets,
she still had more first-digit shift errors tham ttontrol group, indicating that some of her first-
digit shift errors originated in another procespresumably in her visual analyzer deficit.
Indeed, in Experiment 7.12, where we used bothitheal and verbal easing manipulations, her
error rate was even lower (Experiment 7.11 versi®: McNemary? = 9.8, one-taileg = .001).
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Thus, HZ had a double deficit, in the visual anatyas well in the production stage. Her
remaining errors in Experiment 7.12 can be expthlmethe severity of her deficit — even when
she read numbers with only 1-3 digits, she hadi@8tdigit shifts, which is similar to her error
rate in Experiment 7.12{ = 1.43, one-taileg = .12).

Table 7.14. Error percentages in reading numbers with 4-6 digits — as a whole number

(“12 thousand, 345”, Experiment 7.1) or when saying each number as two shorter numbers

(“12 and then 345", Experiment 7.11). This manipulation, designed to ease on an impaired
production process, helped OZ but not ED and NL. HZ had fewer errors in reading as triplets than
in whole-number reading, but still more errors than the control group.

As triplets, no comma As triplets, with comma Whole number
(Experiment 7.11)? (Experiment 7.12) (Experiment 7.1)
1%t digit shift All 1%t digit shift All 15t-digit shift All
HZ 20"+ 41 4 24 33" 52
ED 13+ 21 3 7 21 28
NL 18+ 19 1 6 11+ 20
0z 6 10 7 8 19+ 39
Controls (SD) 1.5(1.7) 3.2(2.5) - - 1.4 (1.2) 3.5(1.6)

Comparison to the control group: ** Errors > 7%, control group < 2% errors

@ Comparison of 1%-digit shifts between Experiments 7.1 and 7.11: p < .02 for HZ, p = .004 for
0Z, no significant effect for ED and NL

ED did not gain from reading as triplets — her tfdgit shift error rate in the
Experiment 7.11 was not significantly lower thanExperiment 7.1, and was higher than the
control group’s. This indicates that her first-dighifts originate in another, pre-production
process, in perfect agreement with our earlier kkmen that she had a visual analyzer deficit.
The present results cannot indicate whether sheah@@duction deficit on top of her visual
deficit or not. Based on her good performance éndther production task (Experiment 7.10),
we assume that she did not.

NL, ED’s sister, also did not gain from readingtaglets (Experiment 7.11). Remember
that unlike ED, she also did not gain from the &lsuanipulation of displaying the number with
comma separator (Experiment 7.9). However, wherh bo&nipulations were used in
conjunction —i.e., when the numbers were preseniéda comma separator and she read them
as triplets (Experiment 7.12), she had merely asedigit shift error (significantly fewer than
in Experiment 7.1, McNemay? = 10.29,p = .001) and no other decimal shift. This pattern
indicates that NL's first-digit shift errors origited in a double deficit: in the visual analyzer
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and in verbal production. The comma separator kietipe visual deficit and reading as triplets
helped the verbal. Neither manipulation on its avas sufficient to improve her performance,
because neither addressed the full problem. Or{yeqm both manipulations in conjunction

helped her.

7.4. Summary: the participants’ impairments, dissociations, and loci of
deficit
All participants in this study had difficulties mumber reading. We ran a series of number
processing tasks to identify the functional locdsdeficit underlying the number reading
difficulties of each participant. The results ofesle tasks for each participant, and our
conclusions about the functional locus of defitieach participant, are summarized below and
in Table 7.15.

Table 7.15. The locus of deficit for each participant

Visual analysis Verbal production
Digit Digit  Number 0 Triplet Verbal Phonological

identity order length  positions structure structure retrieval
EY v X v v v v v
HZ v x x x ? Mild(?) v
MA v v x ? ? v v
ED v v v ? x v v
NL v v v ? x x v
oz v Mild(?) v v v x v
UN v v v v v x v

EY had many digit order errors when she read nusnéleiud. She made digit order errors
in number reading and in tasks that involved visligit input without verbal production (hereby
“visual input tasks”) — sequence identification Exment 7.2) and same-different decision
(Experiment 7.3). Conversely, she did not have omleors in a number repetition task
(Experiment 7.5), which involved verbal output vaith visual digit input (hereby “verbal
production task”). This pattern indicates that shd impaired digit order encoding in the visual
analyzer. Order errors were absent from numbets @ii.e., the digit-order encoding deficit
did not interfere with her ability to encode thesjions of 0. This pattern suggests the existence
of an additional process that specifically detexstros and their positions. EY did not have
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decimal shift errors, indicating that her procegohthe number’s decimal and verbal structure
was intact. In particular, her digit-order encoduotgficit did not interfere with her ability to
encode the number length.

HZ had many digit order errors. Similarly to EYe#ie errors occurred in number reading
and in the visual input tasks — sequence identiing Experiment 7.2), same-different decision
(Experiment 7.3), and number matching (Experimedit# but not in the verbal production task
(number repetition, Experiment 7.5). This indicatieat she too had a deficit in digit order
encoding in the visual analyzer. Unlike EY, she Hagit order errors even in numbers with O:
namely, whereas EY’s dissociation suggests theemds of a dedicated “0 detector”, HZ’s
performance indicates that she had an impairmethisrO detector.

HZ also had many first-digit shift errors in numbreading — decimal shifts of the first
(leftmost) digits of the numbers. These decimaftshirors originated in a visual analyzer
deficit: they occurred in visual input tasks (sadiféerent decision, Experiment 7.8, and number
matching, Experiment 7.4), and the visual manipoatof adding a comma separator
(Experiment 7.9) reduced the rate of decimal shifte specific deficit that can explain decimal
shifts is an impairment in number length encodingadriplet parsing. The finding of number-
length errors in the visual input tasks indicatest HZ had a number length encoding deficit.
Our findings are insufficient to tell whether shadhimpaired triplet parsing too. HZ did not
have decimal shifts in the verbal production ta@ksmber repetition, Experiment 7.5, and
multiply/divide by 10, Experiment 7.10), but hercteal shift rate decreased by a verbal
manipulation aimed to improve reading in case gfaired production (Experiment 7.11). Thus,
it is possible that some of her decimal shift esrarginated in a mild production deficit.

MA had many first-digit shift errors in number réagl Her performance indicates that her
first-digit shifts originated in a visual analysisficit: the errors appeared in a visual input task
(as number-length errors in same-different decjsibtperiment 7.8), and their rate dropped
when we introduced the visual manipulation of agdincomma separator (Experiment 7.9).
Conversely, she did not make decimal shifts in &kpgroduction tasks (number repetition,
Experiment 7.5, and multiply/divide by 10, Experimh&.10), and she did not gain from the
verbal manipulation designed to help in case ofaimgal production (Experiment 7.11). The
type of errors — first-digit shifts in the readitagk, and number length errors in the visual input
tasks — indicates that the impaired visual analgabrprocess was the number length encoding.
Our findings are insufficient to tell whether MAdanpaired triplet parsing too. Importantly,
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she only had decimal shift errors (similarly perhap Noél & Seron, 1993), and did not have
many errors of other types, in particular digit@rerrors. Thus, her digit order encoding was
spared — a dissociation pattern opposite to EY'sgether, MA and EY show double
dissociation between two visual analyzer sub-peegsdigit order encoding and number-
length encoding.

ED had many first-digit shift errors in number rengd These errors did not originate in a
production deficit: she performed well in the vdripaoduction tasks (number repetition,
Experiment 7.5, and multiply/divide by 10, Experimh&.10), and she did not gain from reading
the numbers separated to triplets (Experiment =Hlyerbal manipulation designed to ease on
impaired production processes. Her first-digit esralso did not originate in impaired encoding
of number length by the visual analyzer, becausesabhceeded in the visual input tasks that tap
number length encoding (same-different decisionpdfxment 7.8, and number matching,
Experiment 7.4). Her first-digit shift error rateopped when she read numbers with a comma
separator (Experiment 7.9) — a visual manipulatiesigned to ease on impaired parsing of
triplets in the visual analyzer. We concluded that deficit was in a process that parses digit
strings into triplets in the visual analyzer.

NL, ED’s sister, also had many first-digit shifr@rs in number reading. At least some of
these errors originated in a production deficite shade first-digit shift errors in a verbal
production task (multiply/divide by 10, Experimeéhi0). Her success in the visual input tasks
clearly indicates that her visual analyzer wasdnitaterms of processing the digit identity, digit
order, and number length. She did not gain fromvieeal manipulation of adding a comma
separator (Experiment 7.9), which was designedse ®n a visual analyzer deficit in number
length encoding or parsing to triplets, nor did ghan from the verbal manipulation of reading
the numbers separated to triplets (Experiment 7vhich was designed to ease on impaired
processing of the number’s verbal structure ingtaguction stage; but she had no first-digit
shifts when both manipulations were used in corfjondExperiment 7.12). We concluded that
she had a double deficit: in parsing the numberiptets in the visual analyzer, and in the
number word frame generation in verbal productfading a comma separator addressed the
former deficit, reading the number as triplets added the latter, and only applying both
manipulation in conjunction was sufficient to reduer decimal shift errors.

OZ too had mainly decimal shift errors in numbexdiag. These errors did not originate in
impaired number-length encoding in the visual aralybecause he succeeded in visual input
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tasks that tap this process without requiring Viegimaduction (same-different decision,
Experiment 7.8, and number matching, Experimen). His errors also did not originate in
impaired triplet parsing in the visual analyzere ttate of decimal shifts did not decrease
following the visual manipulation of adding a comseparator (Experiment 7.10). Rather, his
decimal shifts originated in impaired productiongesses: he had many decimal shift errors in
a verbal production task (multiply/divide by 10,@eximent 7.10), and the rate of decimal shifts
dropped when he read each number as two shortebersniExperiment 7.11) — a verbal
manipulation designed to ease on number readingsa of impaired production. Within verbal
production, OZ’s deficit was not in the phonologdicetrieval process. Impaired phonological
retrieval should cause random substitution of wondsch should result in decimal shifts in all
decimal positions, as well as in producing invatdmber names (e.g., 32 “thirty and
twenty”). This was not the case for OZ: his decisiafts occurred almost exclusively in the
first digit/s of a triplet, and he did not produngalid number names. Thus, his impairment was
not in phonological retrieval, but in the genematad number word frames.

OZ had many digit order errors in one of his visingut tasks (sequence identification,
Experiment 7.2), but we believe that he did notehawigit order impairment, or at least that it
was very mild: first, his digit-order error rate this task, although higher than the control
group’s, was lower than the other order-impairedigipants (EY and HZ). Second, OZ did not
have digit order errors in any other task, neithisual nor verbal: number reading, same-
different decision (Experiment 7.3), number matgh{Experiment 7.4), number repetition
(Experiment 7.5), and multiply/divide by 10 (Expeent 7.10).

UN had many first-digit shift errors in number reagland in a verbal production task
(number repetition, Experiment 7.5), but not inisual input task (sequence identification,
Experiment 7.2), indicating that his first-digitiéh originated in a production deficit. Like OZ,
he did not have mid-triplet decimal shifts and kapgoduced invalid number names, indicating
that his deficit was not in phonological retriebalt in the generation of number word frames.

UN also had high rate of digit substitution erravbjch appeared in number reading and in
verbal production tasks but not in visual inputkgasThus, his errors originated in impaired
production processes. UN’s type of errors — sultstit of the digit value in production tasks
only — resembles patient HY reported by McCloskegl g1986). It is possible that UN had, on
top of his deficit in number word frame generatiargeficit similar to HY’s — in transferring
the digit identities to the phonological retriegtdge.
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7.5. Discussion of Chapter 7

7.5.1.Processes involved in number reading: conclusions from the
participants’ performance patterns
This study investigated the number reading of sé@wvéiniduals with impaired reading aloud
of multi-digit Arabic numbers. A series of experinte showed that different participants had
deficits in different processes of number readifige assessment results, summarized in the
previous section, lead to the following conclusiombich any cognitive model of number

reading should be able to explain:

(1) The visual analysis of digit strings and the veifralduction of number words are handled
by separate processes, as concluded by severaysestudies (Benson & Denckla, 1969;
Cohen & Dehaene, 1995; Cohen et al., 1997; Deh&dbehen, 1995; Delazer & Bartha,
2001; Dotan & Friedmann, 2015; Friedmann, DotarR&amim, 2010; Marangolo et al.,
2004, 2005; McCloskey et al., 1986; Noél & Sera@®93). In support of this assertion, we
observed that visual analysis and verbal produataimbe selectively impaired: EY, MA,
and ED were impaired only in visual analysis, wher®Z and UN were impaired only in
verbal production (except perhaps for a minor Mismalysis deficit for OZ, in digit order
encoding).

(2) Within visual analysis, separate sub-processesdenttee digit order and the digit identity
(Friedmann, Dotan, & Rahamim, 2010). This is shawyithe dissociation in EY’s and HZ's
patterns of results — good digit identity encodamgl impaired digit order encoding.

(3) Within visual analysis, separate sub-processesdentte digit order and the number length.
This conclusion is supported by the double dissmriabetween EY and MA: EY had
impaired digit order encoding and spared numbegtleencoding, and MA showed exactly
the opposite pattern. Both dissociation directioret the criteria for classical dissociation
(Crawford, Garthwaite, & Gray, 2003; the disso@atcould not be further assessed using
the Crawford et al. formula in this case, becahsedissociation was based on several tasks
rather than one, and because the control partitspsere not the same ones in all tasks).
Number production was intact for both of them, aading that both digit order encoding
and number-length encoding exist as a part of isigavanalysis stage.

This conclusion has direct implication on error lgsia in number processing tasks. The
dissociation between EY and MA clearly shows tretichal shifts and digit transpositions
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(digit order errors) should be treated as two d#ifé kinds of errors rather than as two
exemplars of the same error type (digit in an inedr decimal position). Our findings
further indicate that even this distinction betwé®&a error types is not the end of the story,
because decimal shifts can originate in severfdrifit loci of impairments: number length
encoding in the visual analyzer, as is the cas®fytriplet parsing in the visual analyzer,
ED; verbal production, OZ; and perhaps also fronpaired O detection in the visual
analyzer (Section 7.3.5.3).

(4) Our findings strongly suggest that within the visaaalyzer, the digit order encoder
identifies the relative order of digits rather thhair absolute positions. This can be deduced
from MA’s performance: her digit order encoder vimsict (Section 7.3.3), but even with
the digit order information available, she did satceed distinguishing between numbers
such as 9949 and 99499 (same-different task, Expeti 7.8). If the visual analyzer was
encoding absolute positions, MA should have bedntaldistinguish between 9949-99499
by relying on the spared position encoding of tiget d as decades or hundreds (or between
9949-999429, if the position is encoded relativéhmleft side of the number). Her inability
to do so suggests that the visual analyzer doesnuaide the absolute positions of the digits
but rather their relative order. In any case, tiggt drder is specific to numbers and is not
responsible for identifying the position of lettansthin words, as shown by previous
dissociations (Friedmann, Dotan, et al., 2010)sTissociation also implies that the order
encoding considers the abstract digits rather teinotopic locations.

(5) A dedicated visual analyzer sub-process is resptfr parsing triplets. Supporting this
conclusion, ED had a selective deficit in parsifidriplets, with spared encoding of digit
order and number length. Her deficit was in theaisnalyzer, as revealed by her sensitivity
to a visual manipulation (adding a comma separ&xqperiment 7.9).

(6) The order of digits is encoded by the digit ordecagler in the visual analyzer, but the
presence of 0 and its positions are encoded bypara® process. This conclusion is
supported by EY’s performance pattern: she had imagaligit order encoding but this did
not affect numbers with 0, suggesting that O pasgtiwere encoded by another process,
which was functioning correctly. This O-positionceder is a part of the visual analyzer,
because we observed the facilitating effect of Damby when she read numbers aloud, but
also in a task that required only visual analysishout verbal production (same-different
decision, Experiment 7.7).
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(7) The reading system handles 0 and 1 in differentswéke positions of O are encoded by a
dedicated visual analyzer sub-process, as descitbéde previous paragraph, but the
positions of 1 are not. This conclusion is agaippsuted EY’s performance: the presence
of 0 in a number eliminated her digit order errdmgt the presence of 1 did not have this
effect: in the visual-only task (same-differentg ttigit 1 had no effect at all, and in the
reading task the facilitating effect of 1 was mgahaller than that of 0.

(8) Within verbal production, the number structure @dlled by a dedicated process. This
conclusion is supported by OZ’'s and UN’s perfornepattern: they had many decimal
shift errors, indicating a deficit in a processtthandles the number structure; and these
errors occurred exclusively in verbal productioskisg indicating that this structural process
was a verbal production process — presumably, ¢hergtion of number word frames. The
specific type of errors, first-digit shifts, furthedicates that this verbal production process
specifically represents the number length and/ettiplet structure.

7.5.2.A revised model of number reading

On the basis of these findings and their impligaidor the number reading process, we
propose the following cognitive model of numberdieg (Fig. 7.2). This model is a refinement
of the model presented in the Introduction. Withisual analysis, the model postulates several
processes: digit identity encoding, digit order aaing, and three processes that extract the
number’s decimal structure — length encoding, @tifieation, and triplet parsing. The output
of these processes is sent to the verbal produstage. The decimal structure (length, triplets,
0’s) is used to generate a number word frame, Aedotdered digits are bound with the
constituents of the number word frame to retriédsegghonological forms of each number word.
We hereby describe in detail each of the componarite model.

7.5.2.1.Visual analysis

The assumption of separate processes that enced#dgih identity and order on the one
hand, and the number’s decimal structure (lengttrjflets) on the other hand, is based on the
finding of double dissociations between the twalkinf information: EY showed impaired digit
order and spared decimal structure; MA, ED, andsNawed spared digit order and a deficit in
specific bits of the decimal structure (number tangriplet structure). Conceivably, one could
have hypothesized a model where the decimal steigtiextracted from the digit order
information, but the dissociations we observedrtya@fute this possibility. Thus, the decimal
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structure and the digit order are encoded by séparacesses, and this separation is rigid — an
intact encoding of digit identity and order canmyertake an impaired decimal structure
analyzer, and vice versa.

The model assumes that the number’'s decimal steigtunot just sent to the verbal
production processes, but is also used within theay analyzer itself, to help the digit identity
and order encoders. For example, the positionsrof® help the digit encoders skip 0's and
avoid sending them as digit identities to the padidun stage.

7.5.2.2. The number word frame

The number word frame (hereby, NWF) representatingber’s verbal structure. It specifies
the sequence of words in the verbal number, exotutiie information about specific digit
identities. Concretely, the NWF is a sequence ofdvwapecifiers of 3 different types: lexical
classes of number words (ones, teens, tens, @éécinal words (“thousand”, "hundred", etc.),
and function words (the word “and”). For examplee NWF of 5,050 i$ :ones] [thousand]
[and] [_:tens]. The NWF, in conjunction with the 1-9 values otlealigit, provide sufficient
information for the next processing stage to re&ithe phonological forms of all words in the
verbal number.

Which information determines the NWF? In a fullyuéar language such as Chinese, the
NWF is unambiguously identified by the number’sidead structure — length, O positions, and
triplet structure. Other languages, however, hareus irregularities in the verbal structure of
numbers. In Hebrew, English, and French, for exaintpk presence of 1 in the decade position
results in a teen number word (teens do not erisegular languages, e.g., Chinese-34
+M, Shi sj literally “ten four”). In French, the NWF is alsdfected by the presence of 7 or 9
in the decade position (e.g., #3soixante-treizgliterally “sixty and thirteen”; similarly, 93>
“eighty and thirteen”). Our model therefore assuthasthe process creating the NWF receives
not only the number’s decimal structure (lengthtriplets), but also the “structure-modifying
digits” (1 in Hebrew and English; 1, 7, 9 in Frenetc.).
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Fig. 7.2. Proposed model for reading multi-digit numbers — an extension of the model shown
in Fig. 7.1. The extraction of decimal structure in the visual analyzer involves 3 sub-processes:
detecting 0’s and their positions, detecting the number length, and parsing the number into
triplets. This information is sent not only to verbal production, but also to the encoders of digit
identity & order. The number’s decimal structure is used to create a verbal, language-
independent, representation of the number in the form of a syntactic tree. This representation
is then serialized into a linear form — the number word frame — according to language-
dependent rules: some rules depend only on the language (e.g., in German and Arabic, the
units word precedes the decades word), and some depend also on specific structure-modifying
digits in the number (e.g., in English, 1 in the decade position yields an x-teen word). Finally,
the number word frame is bound with the digits and used to retrieve the phonological form of
each word from dedicated phonological stores. Blast icons indicate the locus of deficit of each
participant: red = participants in this study; green = individuals we reported elsewhere (Dotan
& Friedmann, 2015; Chapter 9); blue = individuals from other research groups (McCloskey et
al., 1986).
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We assume that structure-modifying digits are awsiga special status in verbal production
but not in the visual analyzer. Two motivationsvdrthis assumption: first, the visual analyzer
is presumably language-independent (Bahnmuelleellglo Mann, & Nuerk, 2015), and as
such should not be aware of the language currbethg spoken, but structure-modifying digits
are language-dependent. Second, structure-modiflygis are relevant only for digit-to-verbal
transcoding, and not for other tasks such as thegfuantity conversion, yet the model assumes
that the visual analyzer does not depend on thaubutodality.

Note that both these motivations are not applicabléhe number’'s decimal structure
(length, triplet structure, 0 positions). Firstetldecimal structure affects the NWF in all
languages. Second, the decimal structure is relevem in non-linguistic context such as digit-
to-quantity conversion: the digit 0 may have a sgestatus when quantifying single digits
(Pinhas & Tzelgov, 2012), which is likely to be aripof quantifying even longer numbers
(Meyerhoff et al., 2012; Moeller, Nuerk, et al.0®) Nuerk & Willmes, 2005; Chapter 4). The
number length, another component of the decimalctire, may play a central role in
converting numbers to quantity (Chapter 4), and s&ye as a cue to approximate a number’'s
magnitude. Thus, the visual analyzer does not bedanguage-dependent by having dedicated
processes to extract the decimal structure.

7.5.2.3. Generating the number word frame

Two main findings illuminate on how the NWF is geated. First, a deficit in NWF
generation (OZ and UN) resulted in many errorsteelavith the decimal word “thousand”
(mostly omissions), whereas such errors were raréhe control group and in the number
production of participants with other impairmerfs&cond, the pattern of decimal shift errors
depended on their origin: the participants withsual analyzer deficit (HZ, MA, ED, NL) had
mainly first-digit shift errors, whereas the paents whose decimal shifts originated in a
production deficit (OZ, and to a lesser extent Widyl decimal shifts also in the beginning of
the second triplet (Table 7.5) — e.g., reading 12000ne thousand and twenty”.

Both findings can be explained if the NWF is getextain a hierarchical manner. For
example, the NWF of a 6-digit number may consigivaf “sub-NWFs”, one per triplet. Certain
impairments in verbal production may prevent thespe from generating the full NWF of the
6-digit number, but still allow them to generat@isar NWFs. In such cases, the person may
resort to processing the long numbers in partg+ @ne triplet at a time — because this method
requires shorter NWFs, which he can still creatés &pproach could result in omissions of the

181



Chapter 7. A cognitive model for multi-digit numbeading

decimal word “thousand”: this word is a part of Bdigit number NWF, but it is not a part of
the NWF of either triplet. Furthermore, if the pars impaired verbal production causes first-
digit shifts, and each triplet is being processed aeparate NWFs (and a separate number),
then decimal shifts could occur not only in the ibhagng of the first triplet but also in the
beginning of the second triplet, as observed for @portantly, both findings show that multi-
triplet NWFs result in errors specifically aroue triplet boundaries, suggesting that the verbal
production system was not just splitting long nurslrandomly, but specifically into triplets.

We hypothesize that the hierarchical processindN\WF generation is not merely in
separation to triplets, but goes deeper and ingodvéully hierarchical representation of the
number’s verbal structure. Specifically, we propthe NWF generation is done in two stages:
first, a hierarchical representation of the verbamber is created as a tree-like structure,
analogous in a way to the syntactic trees thaessmt the syntactic structure of sentences. Then,
this tree is serialized into a linear form, whisithe NWF. This numerical-verbal syntactic tree
is hereby explained in detail.

The first stage is creating the tree, which refielse number’s verbal structure: for example,
a two-digit number would be represented by thredesoa decades node, a units node, and a
higher-level node that merges them. A three-digihber would be represented by three nodes
for hundreds, decades, and units, which are mdygédo higher-level nodes. The tree of a 5-
digit number such as 17,406 would include one sed-for 17, another sub-tree for 406, and a
top-level node that merges the two sub-trees {FR&).top part).

The tree is a purely structural representation, igsxdreation requires only the number’s
decimal structure. The number length determineshtight of the tree and the size of the
leftmost triplet’'s sub-tree (for a 5-digit numberch as the one in Fig. 7.3, the leftmost triplet
yields a 2-digit number sub-tree). The model assuthat the numerical-verbal syntactic tree
does not depend on a particular language: it doesefiect language-specific properties such
as the order of words, neither does it reflect legg-specific irregularities such as teens. There
is merely one exception to this language-indepetylethe tree depends on the structuring of
verbal numbers in triplets. In languages where ithisot the case, the tree would be different.
For example, Japanese verbal numbers are strugturegriads (4-digit chunks). The number
10,000 is a single Japanese woyd, (/man/), and a number such as 200,000 is verloalize
/ni-ji man/, literally “twenty ten-thousand” (even thgitihotation in Japanese conforms to this
verbal structure: 20,0000). In Indian, there iseaichal word not only for 10,000 but even for
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100,000 (/lakh/). Thus, a particular number woldgtdnthe same numerical-verbal syntactic tree
in all triplet-based languages (English, Frenchide, etc.) but a different tree in Japanese and
yet another tree in Indian. Note that although tiee is almost independent of a specific
language, it is nevertheless a verbal representati is used only for production of number
words. Thus, the numerical-verbal syntactic tremoisthe abstract representation hypothesized
by some number processing models (Cipolotti & Butteth, 1995; McCloskey, 1992).

XX, XXX

XXX
XX XX
X X X X
Verbal numbertree
Apply digit-independent Y Y Y
structural rules [_:tens] [_:ones] [thousand] [_:ones] [hundred] [and] [_:ones]
Apply digit-dependent Number word frame:
rules (17,406) [_:teens] [thousand] [_:ones] [hundred] [and] [_:ones]
Bind digits to Filled frame:
number word frame [7:teens] [thousand] [4:ones] [hundred] [and] [6:0nes]
Phonologicalretrieval /seventeen/ /thousand/ /four/ /hundred/ /and/ /six/

Fig. 7.3. The verbal number representations during production according to our proposed
model (Fig. 7.2), demonstrated here for the number 17,406 in English. First, a tree-like
representation is created based on the number’s decimal structure. This verbal representation
depends on the number’s decimal structure but not on the specific language. The presence of
0 in the number results in some nodes being disabled (grey color). The tree is converted into a
number word frame — a linear representation of the number’s verbal structure. The
linearization is done by applying language-specific rules. Some of these rules require only the
tree representation (e.g., the order of words), and other rules depend also on the structure-
modifying digits (e.g., 1 decades yields a teens word). In English, this linearization converts
each 1%t level (bottom) node into a number word lexical class, each 3" level node (triplet node)
into “hundred and” or “hundred”, and each 4" level node into “thousand”. In Chinese, a
language with purely regular verbal number system, each node yields exactly one word. The
linearization results in a number word frame, in which each element is a lexical class of a
number word, a decimal word (thousand, hundred, etc.), or “and”. The lexical classes are then
bound with the number’s digits, resulting in information sufficient to retrieve the phonological
form of each number word.

183



Chapter 7. A cognitive model for multi-digit numbeading

The next stage is linearization — applying struaitaules that convert the numerical-verbal
syntactic tree into a linear representation, thelmer word frame. These conversion rules
depend on the specific language. Some of themeergl rules of the language; they require
knowing the syntactic tree, but do not rely on #pedigits. An example for such rule is the
ordering of words: in most languages, the numbedware ordered by decimal roles (e.g., for
three digit numbers, the hundreds word precedesleébades word, which precedes the units
word), but in some languages the unit word precddesdecade word (26> “six and
twenty”) — e.g., German (Blanken, Dorn, & Sinn, I98uber, Pixner, Moeller, & Nuerk, 2009),
Arabic, and old English (Berg & Neubauer, 2014)ofrer example for a language-general rule
is proper embedding of the function word “and”, ethis needed only in some languages. Other
structural rules depend not only on the tree bs @n specific digits in the number — the
structure-modifying digits. One example for sucltens the teens irregularity: a decade+unit
sub-tree usually translates info:tens] [_:teens] but it translates int¢ :teens] when the
decade digit is 1. Another example is the Frendh that converts a decade+unit sub-tree into
[_:tens] [_:teens]when the decade digit is 7 or 9.

The model assumes that linearization is the ondgestaffected by language-specific
structures. Thus, the visual analyzer, which iglege-independent, does not have to consider
the language-dependent structure-modifying digitpasately from the other digits
(Section 7.5.2.2). The model also correctly predibat structure-modifying digits would not
have a special status in nonverbal tasks, wherBYME generation processes are inactive (this
is the pattern observed with respect to the eftéct on EY’s performance, see item 7 in
Section 7.5.1).

An alternative model, which assumes that even timeemnical-verbal syntactic tree depends
on the specific language, seems less likely. Sunbdel would imply that the tree depends not
only on the number’s decimal structure (its lengiplet structure, and the positions of 0) but
also on structure-modifying digits. This virtualnnuls the benefit of having the number’s
decimal structure as a distinct representatiothafcreation of the syntactic tree must anyway
await the structure-modifying digits information,uinclear why the visual analyzer dedicates
specific processes to identifying the decimal strrecbut not the structure-modifying digits (see
Section 7.5.2.2).

A deficit in the creation of the syntactic tree nianpair a person’s ability to represent high-
level tree nodes, and limit their representati@tudity to trees up to a certain height (Friedmann
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& Grodzinsky, 1997). For example, such deficit npagvent the speaker from representing the
top-level node, thereby leaving him able to procady one-triplet numbers. This may have
been the case for OZ and UN. A more severe defiaif restrict the person to even shallower
trees — e.g., to single-node trees — renderingéingon unable to say multi-word numbers. This
may have been the case for patient ZN (Chaptewni®), could hardly produce even two-digit
numbers.

This model clearly explains why OZ, who had martotisand”-related errors in number
reading, did not have corresponding errors whemehd each of these numbers as separate
triplets (combining each pair of triplets with “atlden” rather than with the decimal word
“thousand”, Experiment 7.11). The two modes of negdreate minimal pairs of numbers with
almost identical surface structure (in Hebrew, Bittlbusand” and “and then” are single words
with 2 syllables and 4 phonemes), but with compjadédferent internal representations: when
reading the number in a standard manner, OZ wdtdanat to create a tree structure like the
one depicted in Fig. 7.3. Conversely, reading thalmer as two separate triplets does not require
the top node, and can be accomplished by two sepayamtactic trees, each of which is
shallower (and therefore easier).

7.5.2.4. Binding the number word frame with the digits

Verbal numbers include three types of words: numberds (“five”, “eleven”), decimal
words (“thousand”), and function words (“and”). ThN&VF identifies unambiguously the
decimal words and the function words. Number wandsvever, are under-specified — the NWF
merely specifies their lexical class. To obtainlagpecification of the number word, the lexical
class must be bound with the value of the corredipgndigit. This binding process takes as
input the NWF, provided by the tree linearizationgess, and the sequence of ordered digits,
provided by the digit identity and order encodersthie visual analyzer. The bound NWF
contains the full information required for retringithe phonological forms of each word.

The existence of a dedicated digit-NWF binding psscwithin verbal production solves a
potential problem of synchronization. Number waoads retrieved from the phonological store
one at a time, based on two parameters — the tgerita digit (1-9) and a lexical class (ones,
tens, teens, etc.). The digits arrive from thetdagntity and order encoders, and the lexical
class arrives via a different pathway — from the N\Wor successful retrieval, the two pathways
must be synchronized. This synchronization chakeran be easily solved if a single process
(the binding) activates both the digit and the esponding lexical class. The dedicated binding
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process can also explain the modification neededhf® French numbers 71-79 and 91-99:
saying 75 asoixante-et-quinzésixty and fifteen”, requires not only creatirgtirregular NWF
[_:tens] [ _:teens} it also requires that the binding process wouldnge the digit 7 into 6
(to get the wordsoixante sixty) and the digit 9 into 8.

The model postulates that the binding processggedred by the verbal system: the verbal
system does not passively receive the orderedsdigiim the visual analyzer and passes them
straight on to phonological retrieval, but rathieagtively picks the digits in the appropriate
order. This verbal-triggered architecture allowskpig the digits in the order imposed by the
verbal structure of numbers in the particular laggi— an order that is presumably unknown to
the visual analyzer. An alternative possibilityaththe number words are orderafter
phonological retrieval, is unlikely: the retrievetionological forms are immediately sent to
articulation, without the mediation of a phonoladishort-term memory store that might have
done this reordering (Dotan & Friedmann, 2015; &hat al., 2014).

To allow the verbal-triggered architecture, the elogostulates the existence of a digit
buffer, a short-term storage of digits. The visaahlyzer, in particular the digit identity and
order encoders, update this buffer, and the bingnogess picks digits from the buffer. The
NWF linearization too picks structure-modifying dégfrom the same buffer. The existence of
such buffer could explain UN’s high rate of digitostitution errors: his low memory capacity
(Table 7.3) may have affected this short-term bufé®, resulting in a high rate of digit
substitutions. We are inclined to assume that bbi$er is visual rather than verbal, for two
reasons. First, the buffer is presumably updatethbyisual analyzer and not by any verbal
process, so the information it contains reflects dindered digits per-se, and in this sense the
information is of visual nature. Second, a visudifér can explain a peculiar pattern in EY’s
performance: the presence of the digit 1 in thelmemneduced her digit order errors in number
reading, but not in a visual-only task. Presumattig, linearization stage explicitly looked up
“1 decades” in the digit buffer, which interactedhwthe visual analyzer and prompted it to
improve the position encoding when the number énathl. When the task was nonverbal, this
feedback loop was inactive, so position encoding m@ as intense.

7.5.2.5. Phonological retrieval and articulation

The digit-NWF binding process produces an exaatifipation of the sequence of words in
the verbal number. This specification is now usedetrieve the phonological form of each
word. Unlike ordinary content words, the phonolagiforms of the verbal number’s words are
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not retrieved from the phonological output lexi¢genedmann et al., 2013) but from a dedicated
phonological store (Dotan & Friedmann, 2015). Vérnanbers include three types of words:
number words, decimal words (e.g., “thousand”, ‘tinexl”), and the function word “and”. Each
of these word types is stored in a separate phgialostore (or alternatively, the phonological
store is strictly organized in a category-basedmagrDotan & Friedmann, 2015).

The dedicated phonological stores maintain numbefanction words with their phonemes
already assembled, so they can be directly seahetarticulation mechanisms without the need
for an additional stage of phoneme assembly (D&tenedmann, 2015). Still, the phonological
forms may undergmorpho-phonologicaassembly — e.g., in Hebrew, “and” is a clitic,caubd
function word, and should be assembled as thexpoéfa number word. After this assembly,
the phonological sequences are sent to the afticulanechanisms, which are presumably
language-general and not specific to numbers (Stlal., 2014).

7.5.2.6. Additional processes

Our model postulates that information is directgntsfrom visual processes to verbal
processes. Our findings can be fully explained euithresorting to an additional conversion
process that transforms the data from one formantther, however, such an intermediate
transformation process is still possible (this wiordsemble the mechanisms of grapheme-to-
phoneme — letter-to-sound — conversion in woallireg, Coltheart et al., 2001). Future
studies may specifically examine this point.

Visually presented numbers are not used only irctimeext of reading aloud. Perhaps more
often than not, we merely need to comprehend tlegher comprehend a concept they represent
(e.g., “1984”, “100%") or the quantity they reprasteDissecting these comprehension processes
was not in the scope of the present study. Neviesbethe processes described by our model —
the visual analyzer and the verbal production gses — are presumably used whenever we
need to comprehend a digit string or say a verbaiber. This assumption is supported by our
participants’ pattern of performance, at least watspect to several simple tasks (same-different
decision, number matching, sequence identificaBaging the result of an arithmetic exercise).
It is also in agreement with the model presente@hiapter 6: number-length encoder in the
visual analyzer may play an important role in coting digit strings to quantity, in particular
in creating the syntactic frame for the number'argtty.
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7.5.3.Relation to other studies and specific types of impairments

The elements of our model can be classified inkicé¢ pathways and processes, which
handle single digits or number words (purple calorFig. 7.2), and syntactic/structural
pathways and processes, which handle the numbecimdl and verbal structure (orange color
in Fig. 7.2). The model therefore complies with ttlassical lexical-syntactic distinction
theorized in several previous transcoding modelsppelletti et al., 2005; Cipolotti, 1995;
Cipolotti et al., 1995; Delazer & Bartha, 2001; Belie & Seron, 1982; McCloskey et al., 1985;
Noél & Seron, 1993, 1995; Sokol & McCloskey, 1988gvertheless, our model goes beyond
the lexical-syntactic distinction by offering adinlevel of granularity: it distinguishes between
visual and verbal processes, describes the intstnadture and for each of those, separates
between specific lexical and syntactic processed, @oposes an accurate account of the
information flow.

Our model can account for several cases reportethanliterature. SZ and GE, two
individuals who we reported previously (Dotan & d@fimann, 2015), made substitutions of
number words in number reading and in verbal prbdndasks. We diagnosed their deficit as
localized in the retrieval from the phonologicalrsige of number words.

In another study we reported ZN, an aphasic pauatht articulation deficit who was also
completely unable to say multi-digit numbers (Clea@). Interestingly, ZN’s difficulty was
observed only when he had to generate a number fnaoree (e.g., when reading numbers and
when saying a calculation result), whereas he paed quite well when the number word frame
was explicitly provided to him (e.g., in a numbepetition task). We therefore diagnosed his
deficit as localized in the NWF generator — sintyldo OZ and UN, yet more severe.

McCloskey et al.’s (1986) patient JG, who made aidgs errors, was apparently impaired
in handling the number word lexical class informatiduring NWF-digit binding, or in
transferring it from the NWF to the binding stagaeir patient HY was apparently impaired in
transferring the digit identities to the bindingg.

Cipolotti (1995) reported patient SF, who made msrrim number reading but not in
comprehension-only or production-only tasks. Hererwere mainly first-digit shifts, but also
other decimal shifts and substitutions. Cipolotthcluded that he was impaired in the digit-to-
verbal transcoding pathway, with spared visualya®land verbal production. Translating this
conclusion to our model would point to tecimal structure analyzer> tree generation
pathway as SF’s locus of deficit.
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The model also makes predictions about specififopmance patterns that should be
observed given impairments in specific stages ofAN§éneration. A deficit in creating the
numerical-verbal syntactic tree should resultnoorrect verbal structure, and in some cases
may involve errors in merely a single structuratége. Such single-feature errors may have
been the case for OZ and UN: their verbal impaitmeamused errors in the number length
information, but not in other structural aspectstioé number (e.g., O positions). More
specifically, an inability to represent trees wstifficient levels (“pruning the tree”, Friedmann
& Grodzinsky, 1997) may be the cause for omissiohghe “thousand” decimal word.
Alternatively, such deficit may result in the cieatof undersized trees (e.g., a 3-digit tree for
a 5-digit number), yielding too-short NWFs with whionly some of the digits would be bound,
e.g., 23,456 may be read as 356.

A deficit in the digit-independent linearizationes may yield similar errors, but may also
result in language-specific errors such as failtnggorder the decade and units words in German
and Arabic.

A deficit in the digit-dependent linearization rsilshould yield errors in the language-
specific irregularities handled by this processg-,@pplying a teen word when the decade digit
is 1, and using the appropriate French words fonlmars in the range 71-79 and 91-99.

A deficit in the digit-NWF binding stage may resirttwo kinds of order errors: picking
incorrect digits from the digit buffer may resutt within-triplet digit order errors. Errors in
synchronizing each digit with the lexical class masult in “class order errors” — number words
would be produced with an incorrect lexical cldast the erroneous class would be one that
exists elsewhere in the number (e.g., 317 maydmrnectly produced as “thirteen hundred and
seventeen”, but is less likely to be produced astt hundred and seventeen”, because the
target number has no [Tens] word).

7.5.4.The role of peripheral versus central processes in implementing
cognitive operations

Reading multi-digit numbers is a complex procedse Tonversion of numbers from one
representation to another is not merely a simphel®j-to-word conversion: the existence of
0’s, 1's, and other structure-modifying digitsiethumber creates a structural complexity, often
referred to as “syntactic”. The model we presefitex provides a detailed, low-level account
of how this syntactic complexity is addressed lgyabgnitive system. Note that the model puts
a lot of weight on the encoding stage. This isantivial assumption. Hypothetically, it could
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have been the case that the visual analyzer extoaty the minimum required information —
the identity and position of each digit — and a&iamore central mechanism identifies the
number’s structure in order to convert it from tiigrmat to verbal format. Number processing
models along these lines were indeed offered ipése (McCloskey et al., 1986). Based on the
performance of several patients with impairmenthevisual analysis stage, the present study
suggests that this is not the case: the visualaeglalthough it is a visual process, extracts the
number’s structure and allocates dedicated meamartis encode it. Similarly, even peripheral
stages in verbal production allocate dedicated am@sins to handle numbers as high-level
representations: the phonological output buffee, lést processing stage before articulation,
handles sequence of phonemes for most words, balewyord representations in the case of
number words (Dotan & Friedmann, 2015). The existenf these higher-level representations
in peripheral processes is perhaps useful as tlagysimplify the format conversion and make
it more efficient.

High-level representations in peripheral stagestemiother domains too. In word reading,
like in number reading, the visual analyzer, togethith the graphemic input buffer following
it, not only encodes letter identities and posgitnit also extracts morphological information
(Beyersmann et al., 2011; Friedmann & Gvion, 20E2edmann, Gvion, & Nisim, 2015;
Friedmann, Kerbel, & Shvimer, 2010; Longtin & Meeni2005; Rastle & Davis, 2008; Rastle
et al., 2004; Reznick & Friedmann, 2009; Sternlg&fyiedmann, 2007; Velan & Frost, 2011).
Morphological information also has dedicated pregses mechanisms in the peripheral-
orthographic stages of writing (Badecker, Hillis, @aramazza, 1990; Badecker, Rapp, &
Caramazza, 1996; Yachini & Friedmann, 2008), as agin the peripheral post-lexical stages
of speech (Job & Sartori, 1984; Kohn & Melvold, BO®atterson, 1982). These post-lexical
stages of speech also handle lexical-syntacticnmition in the case of function words (Dotan
& Friedmann, 2015), and may even perform syntes#ittence-level operations such as verb
movement (Chomsky, 1995, 2001; Dotan & Friedmai®i52 Friedmann et al., 2013; Zwart,
2001). Taken together, this body of research dagssnggest a centralized system with
sophisticated central processes and simple pedppeycesses. Rather, it suggests a distributed
system, in which peripheral processes communidgtelbvel information to one another.
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8. Separate mechanisms for number reading and word
reading”’

Abstract. How specific are the cognitive mechanisms involved in the reading of words and numbers?
Several neuropsychological and brain imaging studies show dissociations between the two reading
mechanisms. Here, we tackle the question of word-number dissociation in high granularity: we ask
which specific cognitive sub-processes serve both word reading and number reading and which are
separate. As a framework for this high-granularity comparison, we describe a cognitive model for word
reading and another model for number reading. We propose a possible homology between specific
sub-processes of the two models, and review specific word-number dissociations in light of this
homology. We then report two women with selective deficits in sub-processes that handle the
number’s structure: parsing the number into triplets (which is a part of encoding the number’s decimal
structure during visual analysis) and generating the number’s verbal structure (humber word frame).
The deficits were specific to reading numbers: the two women showed good word reading abilities,
even in reading morphologically complex words and in morphological tasks that specifically tap the
processing of word structure. Together with previous dissociations, this indicates that the word and
number reading pathways are largely separate. We propose that differences in the morpho-syntactic
structure of words and numbers may underlie this separation.

8.1. Introduction

Reading is a complex cognitive operation. It ineslvorthographic, phonological,
morphological, syntactic, and semantic processkesf which need to operate in coordination.
The degree of specificity of these processes igjmtheoretical question. Reading could be
implemented by a set of highly specialized mechasjsledicated to the processing of words.
Alternatively, it could be accomplished by domagmngral mechanisms, which serve not only
the processing of words but also other functiodentifying the range of functions supported
by the reading mechanisms could improve our undedstg of reading, of its developmental
and evolutionary origins, and may shed light on ritle of domain-specific versus domain-
general mechanisms in implementing complex cogmifunctions (Dehaene et al., 2003;
Hauser, Chomsky, & Fitch, 2002; van de Cavey & slaker, 2016; Whorf, 1940; Wilson et
al., 2015). From a clinical perspective, understagdhe relation between word reading and
number reading could be crucial for a more accuastgessment and treatment of reading
disorders — dyslexia.

° This chapter was submitted to the jour@abnitive Neuropsychologyhe text here is identical with the submitted
manuscript, except reformatting and removing sommspthat would, if remained, repeat other sectiointhis
dissertation.
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The present study examined the relation betweercadlgaitive mechanisms involved in
word reading and number reading. Words and nunitars much in common: both are written
as character strings and must comply with certairctiral rules, and both types of strings —
letters and digits — can be converted to a verhahplogical format. At the same time, words
and numbers are also quite different: the langoefdgembers is merely a small subset of natural
language, and its syntax is simpler. Correspongirthe string-to-verbal conversion rules of
numbers are simpler than those of words: we candtate a relatively simple algorithm, a set
of rules, to convert any digit string to words acevsversa (e.g., Deloche & Seron, 1987), but
formulating such rules for translating letter sgsrto sounds is much more complex. Letter and
digit strings are also different in the way theg ased: words as well as numbers may refer to
semantic concepts (“orange”, “Peugeot 205”), buhbers also have meaning as quantities,
which can be extracted from any number and do apedd on lexical knowledge of specific
digit strings (Nuerk & Willmes, 2005). Indeed, ahbeen suggested that letter strings and digit
strings are processed in different ways and ireddffit brain circuits because the subsequent
processing stages that use them are different @&tgmet al., 2015).

One way to examine the relation between word amdbau reading is by investigating the
reading performance of individuals with readindfidiflties. Impairments in processes that
serve only words or only numbers should affect ahg/reading of the relevant stimulus type,
but impairment in a shared process would affech lstimulus types. Thus, the extent of the
behavioral deficits can inform us about the undedycognitive processes. In many cases,
cognitive impairments affect the reading of wordsaeell as the reading of numbers (Cohen et
al., 1994; Denes & Signorini, 2001; Friedmann, Dot& Rahamim, 2010; Katz & Sevush,
1989; Shen et al., 2012; Starrfelt, Habekost, &&ér, 2010). Indeed, dyslexia and dyscalculia
often co-occur in the same people (Wilson et &15). This could suggest that word reading
and number reading are implemented, at least i Ipasshared cognitive mechanisms (Denes
& Signorini, 2001). However, in other cases, disgtians were observed between word reading
and number reading, supporting the notion of twatiict reading mechanisms. Disorders of
word reading sometimes spare number reading (AadeBamasio, & Damasio, 1990; Cohen
& Dehaene, 1995; Friedmann & Nachman-Katz, 200#&dfnann, Dotan, & Rahamim, 2010;
Hécaen & Kremin, 1976; Leff et al., 2001; Luhdorf Raulson, 1977; Nachman-Katz &
Friedmann, 2007; Sakurai, Yagishita, Goto, OhtsiM&nnen, 2006; Starrfelt, 2007; Temple,
2006), and disorders of word comprehension sometspare number comprehension (Cohen
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& Dehaene, 2000; Dalméas & Dansilio, 2000; MiozzoC&aramazza, 1998; but some such
dissociation were criticized as statistically umdoking, Starrfelt & Behrmann, 2011). The
opposite is also true: disorders of number readimgetimes spare word reading (Basso &
Beschin, 2000; Cipolotti, 1995; Cipolotti et al99b; Marangolo et al., 2004; Priftis, Albanese,
Meneghello, & Pitteri, 2013; Temple, 1989). In tpessent study, we report two more
individuals with difficulties in number reading, wbke word reading was spared.

Comparing word reading versus number reading ladidy, i.e., treating each kind of
reading as a whole (as we did in the previous papdg), is merely the first step. Both word
reading and number reading are complex cognitiverains, and each involves many sub-
processes. It may very well be that some of thelsepsocesses are shared between word reading
and number reading whereas other sub-processestarehus, the next step is to examine the
guestion of shared versus separate mechanismsesijilct to specific cognitive sub-processes
involved in reading. This is the approach takethmpresent study.

In the remaining part of this introduction, we fidescribe the cognitive mechanisms
involved in word reading and number reading, aniatpm potential parallels between them.
Then, we review studies that showed dissociatiodsaasociations between specific, analogous
processes of number reading and word reading. li#inak identify the gaps where our
knowledge about the word-number relation is incatgland explain how the present study
fills some of these gaps.

8.1.1.Cognitive mechanisms of reading words and numbers

We begin by describing the processes involved inrdweading and number reading. We
describe these reading mechanisms in a moderakdegranularity, as we see fit for the goal
of comparing the two cases. Both cognitive modilat of word reading and that of number
reading, can also be described in further detaithSlescriptions are available elsewhere, both
for word reading (Friedmann, Biran, & Dotan, 20E8edmann & Coltheart, in press) and for
number reading (in Chapter 7).

8.1.1.1. The cognitive architecture of word reading

The dual-route model of word reading (Coltheaglgt2001; Coslett, 1991; Ellis & Young,
1988; Forster & Chambers, 1973; Frederiksen & Krd876; Friedmann & Gvion, 2001;
Funnell, 1983; Jackson & Coltheart, 2001; Mars&aNewcombe, 1973; Paap & Noel, 1991;
Patterson & Morton, 1985) describes several diffefgrocesses involved in reading single
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words (Fig. 8.1). Reading begins by visual analg$ithe sequence of letters: encoding their
identities, their relative positions within a woethd their association to words (Coltheart, 1981,
Ellis, 1993; Ellis, Flude, & Young, 1987; Ellis &dung, 1996; Friedmann, Biran, & Gvion,
2012; Friedmann & Gvion, 2001; Friedmann & Haddaahkhia, 2012, 2014; Humphreys et al.,
1990; Humphreys & Mayall, 2001; Kezilas et al., 2plambon-Ralph & Ellis, 1997; Marshall
& Newcombe, 1973; Peressotti & Grainger, 1995; iaaf& Coslett, 1996). The orthographic-
visual analyzer also performs an initial morphotadjidecomposition of the word (Beyersmann
et al., 2011; Friedmann et al., 2015; FriedmannpEk et al., 2010; Longtin & Meunier, 2005;
McCormick, Rastle, & Davis, 2008, 2009; Rastlelgtz004; Reznick & Friedmann, 2015; Taft
& Forster, 1975). The reading process then coresinn two parallel pathways: in the lexical
pathway, the word is first found in a lexicon tlantains the orthographic form of all familiar
words (Coltheart & Funnell, 1987; Friedmann & Luk@008). The lexical entry is used to
retrieve the word’s phonological components (phoegmmetric structure) from a phonological
output lexicon. These phonological components aegged in the phonological output buffer,
and the word is finally articulated (ButterwortlQ9PR; Dell, 1988; Friedmann et al., 2013,
Laganaro & Zimmermann, 2010; Levelt, 1992; Levetiglofs, & Meyer, 1999; Nickels, 1997).
The second pathway of word reading, the sub-lexe#thway, does not rely on lexicons: the
sequence of letters is translated into a phonaodbgequence by the grapheme-to-phoneme
converter, which relies on language-general comversiles (Coltheart, 1978; Friedmann &
Lukov, 2008; Schmalz, Marinus, Coltheart, & Cast2815). The phonological sequence is
then merged in the phonological output buffer aewt $0 articulation. Thus, the last stages in
the word production pathway (phonological outpuffén, articulation) serve both the lexical
and the sub-lexical routes.

A partially separate processing pathway handlespcehension. After identifying a word
in the orthographic input lexicon, we use this mfation to access the semantic system and get
the word’s meaning. The semantic system, in tuain,directly access the phonological output
lexicon and the rest of the production pathwaynet¢he word was not presented visually —
this is what happens when we just talk (Friedmaral.e2013). When both the lexical and sub-
lexical pathways are blocked, reading proceedshdasemantic pathway, a situation known as
deep dyslexia (Coltheart, Patterson, & MarshalB7tStuart & Howard, 1995). Because the
semantic pathway conveys the meaning of the wdletrahan a specific entry in the lexicon,
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deep dyslexia is characterized by semantic ereagg, (fruit— apple) that presumably result
from insufficiently accurate representations of Wad meanings.

Orthographicvisual analyzer

Letter Letter Letter-word
identity | position binding

Orthographicinput buffer

.+ Orthographicinput lexicon \
yE grap p

Semantic-conceptual \L Grapheme-to-phoneme

system converter
A Phonological output lexicon /

Phonological output buffer

Y

Articulation

Fig. 8.1. A cognitive model of word reading (Friedmann & Coltheart, in press). The orthographic-visual
analyzer extracts the letter identity and order from the letter string, and binds letters to words. In the
lexical pathway (middle column), the letters are used to identify the word in the orthographic input
lexicon. The phonological output lexicon, which contains a corresponding lexical entry, provides the
phonological components of the word. These components are merged in the phonological output
buffer and then articulated. In the sub-lexical pathway (right), the lexicons are bypassed by directly
converting graphemes (letters or letter groups) to phonemes. The semantic pathway (left) allows
comprehension of the word without producing it, as well as production of words that were not visually
presented.

8.1.1.2. The cognitive architecture of number reading

When reading numbers, we see a sequence of digitdranslate it into a sequence of
number words. The visual analysis of digits andwbgbal production of number words are
implemented by separate cognitive mechanisms, disaited by several neuropsychological
case studies (Benson & Denckla, 1969; Cohen & Dehak995; Cohen et al., 1997; Delazer &
Bartha, 2001; Dotan & Friedmann, 2015; FriedmanotaD, & Rahamim, 2010; Marangolo et
al., 2004, 2005; McCloskey et al., 1986; Noél & @er1993; Chapter 9) and brain imaging
studies (Dehaene & Cohen, 1995; Dehaene et al3; Zum et al., 2013).
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Visual analyzer

of digital numbers Extract decimal structure

Detect Detect Group
Digit Digit positions | number  digitsto
identity order of 0 length triplets

Ordered digits

Generate number word frame
Bind digits with _o—
word frame

v

Retrieve
phonological form
of number words

v

Articulation

Verbal production
of number words

Fig. 8.2. A cognitive model for number reading. The digit string is parsed by the numeric-visual analyzer,
which identifies the digit identity, the digit order, and several aspects of the number’s decimal
structure: its length, the positions of 0, and its triplet structure. The decimal structural information is
used to obtain a number word frame — an almost-full specification of the sequence of number words
to produce, that lacks only the specific digit values (e.g., the word frame for 5012 is [_:ones] [thousand]
[and] [_:teens]). The word frame is bound with the corresponding digit identities (“5” and “2” in this
example), resulting in a full specification of the words to produce. The phonological form of each word
is then retrieved and sent to articulation.

A more detailed model of number reading was propas€hapter 7. Here, we re-describe
the main components in this model (Fig. 8.2). Tlueleh postulates that within visual analysis
of digits, the identities and order of digits ane@eded by two separate processes. This separation
is supported by studies that found selective inmpaitts in each of the two processes (Cohen &
Dehaene, 1991; Friedmann, Dotan, & Rahamim, 204@)ther set of numeric-visual analysis
sub-processes extracts the number’s decimal stauetbow many digits it has, the positions of
0, and how digits are grouped to triplets. The m@tistructure is used by the verbal production
processes to generate thenber word frame a representation of the number’s verbal strectur
The number word frame is a sequence of word sgesjfeach of which can be the lexical class
of a number word (e.g., ones, tens, teens), a @tevord (“thousand”, “hundred”) or a function
word (“and”). Thus, the word frame specifies thebat number fully except the specific digit
values. For example, the word frame for 5012 ignes] [thousand)] [and] [_:teens]To obtain
the words, the word frame is first bound with tpedfic digit identities, provided by the digit
identity encoder and digit order encoder sub-preeeof the numeric-visual analyzer. This
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yields a complete specification of the words toduae:[5:0nes] [thousand] [and] [2:teens]
This full specification is used to retrieve the d®ifrom dedicated phonological stores (Dotan
& Friedmann, 2015; McCloskey et al., 1986).

The model describes how visually-presented digings$ are read aloud. Another question
is how we comprehend numbers. This question hiesstt two answers, because numbers have
at least two different kinds of categorically-di#at meanings. One meaning refers to a familiar
digit string as a lexical entry, and may resemhk meaning of words - e.g., “Peugeot 306",
George Orwell’s “1984”, and the use of “100%” tqeass absolute certainty. Another kind of
meaning is the quantity represented by the numbéis quantity, represented in the
Approximate Number System (Dehaene, 1992; DehaeB@el&n, 1995; Dehaene et al., 2003;
Feigenson, Dehaene, & Spelke, 2004; Mou & VanM&04,4; Nieder, 2013; Piazza, 2010),
can be extracted from any digit string by a setedicated cognitive processes (Nuerk &
Willmes, 2005; and see Section A of this dissestgti The digits-to-quantity pathway
presumably involves the numeric-visual analyzes@néed above, but not the verbal production
mechanisms of numbers (Chapter 9).

8.1.2.Possible parallels between word reading and number reading
mechanisms

Perhaps the clearest parallel between words andensms that both involve visual /
orthographic input processes (orthographic or nione@sual analyzer, orthographic input
lexicon) and verbal / phonological production pss®s (phonological retrieval, phonological
output buffer, generation of number word frames).

Parallels can be found also for higher-granulgsitycesses. For words and numbers alike,
visual analysis of the character string involvesc#iic processes to encode the identity of
characters and their relative order. Another parathncerns the distinction between lexical and
structural processes. Models of symbolic numbecgssing typically categorize processes as
“lexical”, handling the identities of single elemsifdigits and number words), or as “syntactic”,
handling the relations between these elementsth&.number’'s decimal or verbal structure
This distinction, single-element processing versuracture processing, may apply to word
reading too: some processes handle single lettggiamemes, whereas other processes handle

” Note that the term “lexical” is used with differeneanings in the literatures of word and numbecgssing: for
numbers, “lexical” refers to processing the idgntit a single digit or number word; for words, “leal” denotes
familiar words, for which we store some informatiara lexicon.
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the word’s morphological structure. The so-callgdtactic processes in number reading may
therefore parallel morphological processes in weatling. In support of this putative parallel
between “number syntax” and morphology, the phogiokd output buffer appears to process
number words and morphemes in similar mannersingtdhem as phonological building
blocks, larger than a single phoneme and alreaslynalsled and ready for articulation (Dotan
& Friedmann, 2015). Similarly, morphological/strul information is extracted by the
orthographic-visual analyzer of words (Friedmanmalet2015; Reznick & Friedmann, 2009,
2015) as well as by the numeric-visual analyzeruwhbers (Chapter 7).

In spite of these similarities between word and benreading, the parallel is not perfect.
Two issues stand out as major differences betwemd wnd number reading. First, a letter
string is converted to one word, whereas a digingtis converted to multiple words. Second,
any digit string yields a valid number (except iegd)’s), but letter string are subject to lexical
and morphological restrictions. Most digit strirage not lexically familiar and are not processed
as whole lexical units (Chapter 4), but most wardslexically familiar and enter orthographic
and phonological lexicons. In this respect, numbading may parallel the sub-lexical route of
word reading (Denes & Signorini, 2001). On tophade two differences, even when word and
number reading involve potentially parallel proessthese processes seem to be different when
examined in detail. For example, both word readiagd number reading involve
orthographic/numeric visual analyzers that extsaieictural/morphological information about
the letter string or digit string, but the natufetlas information is different in the two cases:

morphemes for words, decimal structure for numbers.

8.1.3.Dissociations and associations between specific processes of word
and number reading
We now turn to review studies that compared woatlirggy and number reading (see a
review in Starrfelt & Behrmann, 2011). Per our aamh in the present study, we restrict this
review to studies that compared specific sub-pseesf reading.

8.1.3.1. Visual analysis of letters and digits
Current research clearly shows a stage of orthdggapsual analysis for words, and
numeric-visual analysis for numbers. Is there onechlmnism responsible for these two

functions, or are there two separate visual anayze
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In support of the separate-mechanisms possibsigyeral dissociations were reported
between the orthographic-visual analyzer and threaric-visual analyzer. Both word reading
and number reading involve a character-positioméimg process as part of the visual analysis.
However, Friedmann, Dotan, et al. (2010) report8diridividuals who had letter position
encoding impairment but whose digit position enngdivas normal. This suggests that the
position encoders of letters and digits are sepatagtter identity dyslexia (sometimes referred
to as visual dyslexia), a selective deficit in dettdentification, can sometimes affect digit
identification too (and even other symbol typesinS& Blanken, 1999), but importantly, there
are also reports of individuals with this dyslewiaose digit identification was intact (Crutch &
Warrington, 2007). Neglect dyslexia, another digoitthat affects the visual processing of the
character string, can impair number processinganplaring words (Priftis et al., 2013) or the
other way around (Friedmann & Nachman-Katz, 2084he neural level, the word-number
separation in visual processing is supported bdissuthat showed different brain activity
patterns following exposure to letters and digihbl{oud et al., 2015; Baker et al., 2007;
Grotheer, Herrmann, & Kovacs, 2016; Hannagan et2@ll5; Park, Hebrank, Polk, & Park,
2012; Shum et al., 2013). All these evidence leatie¢ conclusion that there are separate visual
analysis processes for words and numbers.

Dissociations between words and numbers were nbtregmorted with respect to the
structural components of the orthographic/numesoal analyzers — decimal structure analysis
of digit strings and morphological analysis of éetstrings; and with respect to the binding of
letters to words (it is even unknown whether ae&gponding digit-to-number binding process
exists for numbers). In the present study, we wafort one such dissociation — we show a
selective deficit in one sub-process of the decistraicture analysis, without a corresponding
deficit in word reading (in fact, without any defizy word reading).

Several visual processes take place before thegrephic or numeric visual analyzer can
identify the abstract identity of the letters ogits (e.g., processing the visual image, encoding
visual features, etc.). For these processes toalissmciation was reported. McCloskey and
Schubert (2014) suggested that these mechanisrsbaned for words and numbers.

8.1.3.2.Verbal production

Verbal production of words and numbers is alseast partially separate. Temple (1989)
and Marangolo et al. (2004) reported individualsowtad impaired number production
alongside spared word production, and Bencini.¢Ratl1) reported the opposite pattern. Going
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to higher granularity and even more specific sutpsses, there appear to be dissociations
between the phonological retrieval mechanisms afls@and numbers: the phonological form
of words is retrieved from the phonological outfaxicon, whereas the phonological form of
numbers is retrieved from a dedicated and sepataiaological store (Dotan & Friedmann,
2015). Indeed, certain types of aphasia resultffardnt types of errors in words and numbers
(Cohen et al., 1997; Delazer & Bartha, 2001; DataRriedmann, 2015; Girelli & Delazer,
1999; Marangolo et al., 2004, 2005). However, thgeace of this separation does not seem to
be about words versus numbers, because some otihércategories — in particular, function
words and morphological affixes — are also rete¥m dedicated phonological stores,
similarly to number words (Dotan & Friedmann, 20Marangolo et al., 2005). It seems that
the phonological retrieval of some word categoriesluding number words, is handled by a
set of dedicated processes, whereas the phondlagitaut lexicon handles the remaining
words, which are the majority of words.

An interesting dissociation of syntactic/structupgbcesses in speech production was
reported by Marangolo et al. (2004): their pati€rA. had syntactic errors in numbers, in
particular errors in the number’s decimal struct(gey., 5,300—~ 500,300), but his word
production was spared. A possible explanation isf dissociation is a selective deficit in the
generation of number word frame, and that this ggeds involved in number production but
not in word production. This would imply separatgrbal production mechanisms for words
and numbers, at least with respect to structuratgssing. However, Marangolo et al.’s
dissociation may have other explanation too, ¢. syntactic errors in number reading could
result from impaired phonological retrieval.

Articulation mechanisms, which handle oral producti of the already-retrieved
phonological forms, may serve words and numbeke aln support of this view, word-number
dissociations were observed for pre-articulatioficde, but an articulation disorder (apraxia)
seems to have similar effects on number words anenamber words (Shalev, Ophir, Gvion,
Gil, & Friedmann, 2014; Chapter 9).

At the neural level, verbal numbers are associaiéd activity in the left angular gyrus, a
region also activated in several language tasks dseview in Dehaene et al., 2003). We are
not aware of any brain imaging study that directynpared verbal production of numbers with

verbal production of non-number words.
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8.1.3.3. Structural processes
Another interesting word-number dissociation waported by Cipolotti (1995). This

dissociation specifically concerned the structarathanisms of number processing: Cipolotti’s
patient SF made errors in number reading but hrslweading was spared, i.e., he had a deficit
in a process that specifically serves number repdiiis number reading errors were primarily
syntactic, indicating that the impaired, numberesjpeprocess was a structural process — one
that handles the number’s decimal or verbal strectlhis dissociation is interesting because it
is the only clear evidence for a selective defitia structural component of number reading
with spared word reading. Such dissociation patieimportant because this is the kind of
dissociation required to show that the structuralcpsses involved in number reading are
dedicated to numbers and do not serve words. Tésept study shows another such structural
dissociation: we report two women with deficits Specific structural processes of number

reading, whose word reading is spared.

8.2. Case descriptions

ED and NL are two sisters with developmental diffiies as detailed below. Both are right
handed and have corrected-to-normal vision. Atithe of examination, NL was a B.A. student
and ED worked in an administrative job and had mgeungraduate degree. Their performance
in number reading was reported in detail in Chapter

Table 8.1. Background information and performance in general tasks.

ED NL

Age 31 24
Education years 15 14
Memory spans

Digit (free recall) 5* 5*

Digit (matching) 7 7

Word (free recall) 4% 5

Word (matching) 7 7
Dictations (% errors)

Writing 50 words 2% 2%

Writing 50 numbers 2% 20%

Comparison to control group: *p<.1
Table 8.1 shows their background information aneirtmormal-level performance in
phonological short-term memory tasks (FriGvi battériedmann & Gvion, 2002). They also
performed well in writing words to dictation (TILTM battery, Friedmann et al., 2007). In
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writing numbers (digit strings) to dictation (MAY IMattery, Dotan & Friedmann, 2014), NL
had many errors (20%), all of which were synta@itiember length, the position of the digit 0).
ED did not have many errors (2%), but she oftertdwesl when writing the digit O, suggesting
a difficulty similar to NL'’s.

8.3. Procedure

The participants were tested in a series of 1-ho@ sessions in a quiet room in our lab. In
the reading tasks, stimuli were presented on pafharno time limit. An error followed by a
self-correction was classified as an error in @mdieg of responses.

Control participants with outlier error rates wepecluded. The threshold for outlier was
defined per task as exceeding th& P&rcentile of error rates by more than 150% therin
guartile distance. Individual participants were gamed to control groups using Crawford and
Garthwaite's (2002) one-tailed t-test. In cases odntrol group ceiling effect (mean error rate
< 2%), the low variance does not allow for a rekabtatistical comparison so we arbitrarily
decided that 7% errors or more would be considasadpaired performance.

8.4. Experimental investigation

ED’s and NL's number reading was described in tlet&hapter 7. The detailed assessment
showed that both of them had impaired number rgadiinparticular, both were impaired in the
numeric-visual analyzer, in the triplet parsingdtion of the structural analysis. NL was also
impaired in the structural-verbal production stagehe generation of number word frames.

Do these components, which were found impairediirparticipants' number reading, serve
both number reading and word reading? If so, theyukl affect word reading as well. If,
however, our participants show a deficit only immier reading, this would indicate separate
components for number and word reading.

To answer this question, we examined ED’s and Midsd reading using several tasks.
First, because both ED and NL were impaired imti@eric-visual analyzer, we examined their
visual analysis processes of word reading. Thegainment in the visual analysis of numbers
was in the structural analysis component, so weensagle to use tasks that tap the structural
functions of the orthographic-visual analyzer, artggular the analysis of the morphological
structure of words.

Second, because NL was impaired also in verbalymtazh of numbers, we also examined
the participants’ verbal production of words. Haye NL's deficit in numbers was in structural

202



Chapter 8. Separate mechanisms for number readihgvard reading

processes (number word frame generation), so weewsrl production tasks that tap structural
processes, in particular the oral production ofghotogically complex words.

8.4.1.0rthographic-visual analyzer

To examine ED’s and NL’s orthographic-visual analyave used two kinds of tasks: one
type of task required reading aloud of words. Thiessks rely on the orthographic-visual
analyzer as well as on verbal production. Anottetrtgpe of task involved presentation of
written words but did not require verbal production

8.4.1.1. Method

ED and NL read aloud a total of 928 words and 4@wwwds, administered as several tests.
First, we used oral reading screening tasks froanTii. TAN battery for the identification of
subtypes of dyslexia (Friedmann & Gvion, 2003)1 oeading of single words, word pairs, and
nonwords. These tasks include words of varioussypéhich can reveal different types of
dyslexia (and, specifically for our purpose in therent study, can assess the performance of
the various components of the word reading proc@ssyular words and potentiophofdsr
the identification of surface dyslexia (and asses#mof the performance of the lexical route);
nonwords for the identification of phonological atelep dyslexia (and for the assessment of
the performance of the sub-lexical route); morppadally complex words for identifying deep
dyslexia, orthographic input buffer or phonologioatput buffer deficits and for the assessment
of morphological decomposition and composition (€@olet al., 1994; Dotan & Friedmann,
2015; Job & Sartori, 1984; Reznick & Friedmann, 20f015; Stuart & Howard, 1995; Temple,
2003); words (and nonwords) that can be read &3 atbrds by neglecting one side of the word,
for the identification of neglect dyslexia (Friednma& Nachman-Katz, 2004; Haywood &
Coltheart, 2001; Patterson & Wilson, 1990; Rezrckriedmann, 2015); words with many
orthographic neighbors for visual dyslexia (Cuefo<€llis, 1999; Friedmann et al., 2012,
Lambon-Ralph & Ellis, 1997; Marshall & Newcombe,7B9; word pairs in which between-
word migration creates other existing words foemtibnal dyslexia (Friedmann, Kerbel, et al.,
2010; Hall, Humphreys, & Cooper, 2001; HumphreyM&yall, 2001; Mayall & Humphreys,
2002; Saffran & Coslett, 1996; Shallice & Warringtd 977b); words that allow for vowel

8 Potentiophoneare pairs of words contain homophonic letters @edusually underspecified for vowels). If read
solely via the grapheme-to-phoneme conversion route word can be read aloud instead of the otfar.
example, the English wombw, when read aloud via the sublexical route, magraxously be pronounced like the
wordsno andknow(Friedmann & Lukov, 2008).
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errors, for vowel letter dyslexia (Khentov-Kraussr€iedmann, 2011); and migratable words
and nonwords, for the identification of letter giusi dyslexid (Friedmann, Dotan, & Rahamim,
2010; Friedmann & Gvion, 2001; Friedmann & Haddaahhk, 2012; Friedmann & Rahamim,
2007; Peressotti & Grainger, 1995).

ED and NL read two additional lists of words. Ors included migratable words, to tap
letter position encoding. Another list was a testign to assess the effect of morphologically
structure of the target word on letter transposgi¢Friedmann et al., 2015). This list included
500 words, most of which were morphologically coexpl

On top of the reading aloud tasks, ED and NL aksdopmed two lexical decision tasks,
which require orthographic-visual analysis but dm require verbal production. One task
focused on letter position encoding — it includédv®rds, 15 migratable nonwords, and 15
non-migratable nonwords. Another task focused omphmmogical encoding — it included 45
words and 60 nonwords, all morphologically complexboth tasks, words were printed on
paper and the participants were asked to circlexisting words.

8.4.1.2. Results

In all the word reading tasks, both ED and NL perfed very well, and their error rates
were within the norm for their age (Table 8.2). 'forms a clear dissociation between their
visual analysis of digit strings, which was impdirand their visual analysis of letter strings,
which was completely normal. This dissociation w@mmonstrated both by tasks that
specifically tapped the visual analysis stage anid$ks that required oral reading. NL's reading
patterns further show another dissociation, betwesnmpaired verbal production of numbers
and her intact verbal production of words; thisdsation is discussed in the next section.

The dissociation can clearly be tracked back tecttiral processes. ED’s and NL’s numeric-
visual analyzer impairment was in structural preges Their good performance in the words
tasks demonstrated that their orthographic-visnalyaer was able to process correctly the
morphological structure of words. As a Semitic laage, Hebrew has a rich morphology — all
verbs and most nouns and adjectives in Hebrewamrgtricted from a root and a morphological
template and/or inflection. Hebrew also has dedpography, including many degrees of
freedom that are derived from fact that vowelsanly partially represented in the orthographic
forms, stress is not represented at all, and 1&¢etan be converted to more than one phoneme

% In migratable words/nonwords, interior letters tentransposed in a way that results in anothetiegisvord.
Such words are prone for errors in case of letbsitipn dyslexia.
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(Friedmann & Lukov, 2008). Hebrew’'s deep morpholagyd deep orthography make it
virtually impossible to read morphologically compblords correctly without processing their
morphological structure. Still, ED and NL were atdedo this easily: each of them read aloud
712 morphologically complex words, and they madenwaoe errors on these words than did the
control participants.

Table 8.2. Error percentages in tasks that tap orthographic-visual analysis and verbal production of words.
Both participants had low error rates in all tasks.

Control group

No. of

Task items® ED NL Errors (SD) n Age (SD)

Read words 136 (76) 1 2 1.7 (1.5) 372 28;7(7;0)
) Read nonwords 40 0 8 4.1(4.2) 372 28;7(7;0)
g Read word pairs 30x2 (52) 0 3 2.5(2.4) 372 28;7(7;0)
& Read migratable words 232 (182) 2 1 2.4(1.8) 192 18+

Read morphologically complex words 500 (402) 2 2 1.8 (0.4) 10 30;5(13)
_ Lexical decision
% Migratable 60 (11) 0 3 03(0.6) 19 18+
= Morphologically complex 105 (45) 0 0 1.0 (0.9) 24 28;8 (4;2)
= Picture naming 100 (27) 2 3 2.3(1.7) 87  20-40
£ Verb elicitation 24 (24) 0 0 0.2(0.6) 18  38;11(14;5)
> Nonword repetition 48 2 2 4.4 (3.5) 20 31;2(8;9)

2 The parentheses indicate the number of morphologically complex words in the task

8.4.2.Verbal production of words

8.4.2.1. Method

Because NL had a deficit in the verbal productieechanism of numbers, we wanted also
to examine directly her verbal production of wordsr good oral reading was already a strong
indication that her verbal production was intaa.eixamine it further we used three tasks that
involve verbal production without reading. In atpie@ naming task (SHEMESH test, Biran &
Friedmann, 2004), the participants were presentfddO0 object pictures and asked to retrieve
their names. In a nonword repetition task (from BidP battery, Friedmann, 2003), they
repeated 53 nonwords with 1-4 syllables. Finatiythie inflected verb elicitation task, they had
to orally complete a missing verb in a sentencenfdgcting the verb to agree with the sentence
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on tense, gender, and plural (BAFLA, Friedmann8)9%his third task was used to test directly
their production of morphologically complex words.

8.4.2.2. Results

Again, ED and NL performed well in the word prodanttasks: their error rates were within
the norm for their age (Table 8.2). These resuitsvsanother dissociation between numbers
and words: NL had a deficit in number productianai structural process (the generation of
number word frames), but she showed good produdfomords, even in the task that taps
structural (morphological) processing. This progide specific dissociation between the

structural processing of numbers and words.

8.5. Discussion of Chapter 8

The comparison of number reading with word reagimgwved clear dissociations. First, both
ED and NL were impaired in the visual analysis gjitdstrings, but their orthographic-visual
analysis of letter strings was perfectly intactc@el, NL was impaired in verbal production of
numbers, but had good verbal production of wordsl @@nwords). ED and NL therefore join
the small group of reported cases with number-§ipeaading deficits, which do not affect
word reading (Basso & Beschin, 2000; Cipolotti, 398ipolotti et al., 1995; Marangolo et al.,
2004; Priftis et al., 2013; Temple, 1989).

Both number impairments specifically affected stuual processing. In the visual analysis
of digit strings, ED’s and NL'’s deficit was in alsprocess that encodes the number’s decimal
structure (in particular, triplet parsing). In vatiproduction, NL’s deficit was in the sub-process
that generates number word frames — the numberizavstructure. The finding that these
deficits dissociated from word reading shows thaté two structural processes are specialized
for numbers and do not handle words. The paraitatairal process for word reading would
be morphological decomposition and composition rfmrphologically complex words, and
these processes were intact for both participamigortantly, both specific dissociations were
not yet reported in previous studies, and onlyrglei case of word-number dissociation in
specific structural processes was previously rego(Cipolotti, 1995). This suggests that the
structural processing of numbers is done by deglicatrocesses, which do not serve word
reading, and in particular do not process the malggjical structure of words.

Our findings, in conjunction with previous repoais word-number dissociations, indicate
that most of the processes involved in number repdrom visual analysis to phonological
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retrieval, are dedicated to numbers and are natteopthe word-reading pathway. In the visual
analysis stage, position encoding is separate dtters and digits (Friedmann, Dotan, &
Rahamim, 2010), and so are digit identity encodigboud et al., 2015; Baker et al., 2007;
Grotheer et al., 2016; Hannagan et al., 2015; Basgt., 2012; Shum et al., 2013) and triplet
parsing (ED, NL). In verbal production, the geniemratof number word frames is a number-
specific process (NL), and phonological retriewsatlone in different ways for number words
and other words (Cohen et al., 1997; Dotan & Friaadm 2015; Marangolo et al., 2004, 2005).
The only number-processing components for whickadismtions with word processing have
not yet been studied are the numeric-visual analyzlefpsocesses that encode the 0 positions
and the number length. Some possible analogouggses in the visual analysis of words may
be the encoding of word length (analogous to thmber length) and the detection of vowel
letters (analogous to the detection of O's in almennsee Khentov-Krauss & Friedmann, 2011
for vowel-specific processing in reading). If fuduissociations are found between 0 detection
and number length on the one hand and word readinghe other, this would indicate
completely separate processing pathways for wading and number reading.

From a clinical perspective, our findings indic#itat word reading disorders (dyslexia)
should be treated as a separate clinical situdtmm number reading disorders (numbers-
dyslexia, which may be termed “diglexia”): a persoay have dyslexia for words, for numbers,
or for both. The two situations should be assessgghrately of each other — we cannot
automatically conclude from the ability to read rhars to the ability to read words and vice
versa. Similarly, different treatment methods mpglg to reading of words and numbers, and
we cannot make the assumption that treating onédagmneralize to the other.

Given that word reading and number reading are diorseparate cognitive pathways, it
could be informative to examine the similaritiedl atifferences between these two pathways.
One important difference between words and numizthe existence of lexicons. Word
reading heavily relies on lexical knowledge, stoiredrthographic and phonological lexicons.
Conversely, there are no lexicons in the numbetingamodel, except the knowledge of single
digits and the phonological storage of single nunvb&ds. This view is supported by studies
showing that in digit-to-quantity conversion of nioens as short as two digits, the number is
still processed as separate digits rather thangbesoognized as one lexical unit (Nuerk &
Willmes, 2005; Chapter 4). Still, an extreme asstionp according to which number reading
involves no lexical knowledge whatsoever, is appiiyancorrect: It seems that at least some

207



Chapter 8. Separate mechanisms for number readihgvard reading

multidigit numbers that have a particular meanyep( of birth, car model, etc.) may be stored
and identified as a whole. Cohen et al. (1994) megoa brain-injured patient with severe
difficulties in number reading, who could still cedamiliar numbers — presumably via a
semantic pathway (visual analysts semantic system» verbal production). This finding still
does not show the existence of phonological/orplgic lexicons for multi-digit numbers, such
as the lexicons we have for words, yet it does detnate a different aspect of lexical processing
of numbers. Future research would be required teroiéne the exact role of lexical knowledge
in number processing.

Another potential difference between word readind aumber reading concerns the way
letters or digits are associated with the multireloger string to which they belong. When
reading words, the visual orthographic-analyzetuides a dedicated process that binds each
letter to the appropriate word (Coltheart, 1981isE1993; Ellis & Young, 1996). Malfunctions
of this process yield letter migrations betweendgoe.g., reading tardock” as ‘dearrock”,

a situation known as attentional dyslexia (Friedmagerbel, & Shvimer, 2010; Humphreys &

Mayall, 2001; Saffran & Coslett, 1996). An open sfien is whether an analogous digit-to-

number binding process exists in number readingo@hand, the high degree of homology
between the orthographic-visual analyzer and theemic-visual analyzer (both have identity,

position, and structure encoders) raises the pbssilat the letter-to-word binding process

would also have a homologous counterpart in numbading. On the other hand, it is

completely unclear whether number reading realtyjuires a binding process of this kind,

because reading words involves rapid scanning lohg sequence of words, whereas rapid
scanning of a sequence of numbers is not a compiitya It is also an open question whether,
if such digit-to-number binding function does existis one and the same with the letter-to-
word binding function that applies in word readii@. date, no study examined the notion of
digit-to-number binding, but preliminary data framr lab indicate that digit-to-number binding

can be intact even for individuals with attentiodgklexia, whose letter-to-word binding is

impaired (Lukov & Friedmann, unpublished data).

An important point that stands out from the comgxaribetween word reading and number
reading mechanisms is the role of structural prsiogs For words as well as for numbers, the
structure of the character string (morphologicad@cimal) is extracted during an early stage of
visual analysis (Beyersmann et al., 2011; LongtiM&unier, 2005; McCormick et al., 2008,
2009; Rastle et al., 2004; Reznick & Friedmann,220kaft & Forster, 1975; Chapter 7). This
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structural information may be used to help the liamg visual analysis processes, and could
also be communicated immediately to the produgti@tesses. Similarly, the structure of the
verbal stimulus (morphological for words, decimad multi-digit verbal numbers) is encoded

in the verbal production processes as late as pbgical retrieval. This role of structural
processing suggests that reading is not a simplehamesm that merely scans a series of
characters in visual input and processes a sefrigisamemes in verbal output. Rather, reading
has dedicated processes to represent visual abdl etructures, and these processes are tailored
to the type of stimulus being processed — wordsuonbers.

Why does our cognitive system allocate two sepgrateessing pathways to words and
numbers, two cultural inventions that are very né@e evolutionary terms? Amedi, Dehaene,
and collaborators (Abboud et al., 2015; Hannagaal.e2015) considered this question with
respect to the mechanisms of visual analysis otlsrand numbers which, as they showed, are
implemented in different brain areas — the so-dallisual word form area (VWFA) and the
visual number form area (VNFA). They pointed ouwttthe reason for this neural separation is
unlikely to be the visual properties of lettersstes digits, because letters and digits are visually
relatively similar (and in their experiment, thamaili were identical). They proposed that the
reason for neural separation between VWFA and VN§-the connectivity patterns of these
brain areas with the rest of the brain, in parcwiith the regions that make use of the parsed
visual information. The VWFA has better connecyivitith language areas, which require the
parsed letters information, whereas the VNFA hastebeconnectivity with quantity
representation areas (IPS), which require the gdadsgits information. The architecture we
proposed here, where reading is dominated by sialcprocessing, offers a complementary
explanation for the separation of words and numbdthough the visual properties of letters
and digits are quite similar to each other, thecttural properties of letter strings and digit
strings are very different from each other: theimet structure of digits is completely different
from the morphological structure of words. Consexdjye a dedicated visual analysis process
that extracts the morphological structure of woecdsld be very different from a dedicated
visual analysis process that extracts the decitnattsire of numbers. These differences may
motivate the allocation of different cognitive amelural circuits to the visual analysis of words
and numbers. When a processing stage is structsessitive, it may be shared for words and
numbers, as seems to be the case for the prot¢hasesecede the numeric/orthographic visual
analyzers (McCloskey & Schubert, 2014) and for yudsinological-retrieval processes (Shalev
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et al., 2014). Note that the structural differenoesely provide motivation for separating words
from numbers — they do not necessarily favor theeation of words and number processing to
specific brain regions. The allocation of a spectfognitive function to a specific brain area
may be driven by other factors, such as neural ectnnty patterns.

One thing is clear: the specialization of differeagnitive processes to words and numbers
is quite rigid. The growing number of word-numb&stciations demonstrates that at least in
some cases, well-functioning processing of wordsioaovertake an impaired processing of
numbers, and vice versa, even when the impairnset¢velopmental and presumably existed
from birth. This rigidity of word-number separatiancords with the rigidity we observe within
each of these domains: an intact process is sometimable to compensate for an impaired
process, even when two processes encode informaabappears to be redundant (Chapter 7).
Future studies may elaborate further on the cogniand neural factors that drive the
development of this neural and cognitive specitibra
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9. Breaking down number syntax: Spared comprehension of
multi-digit numbers in a patient with impaired digit-to-
word conversion’

Abstract. Can the meaning of two-digit Arabic numbers be accessed independently of their verbal-
phonological representations? To answer this question we explored the number processing of ZN, an
aphasic patient with a syntactic deficit in digit-to-verbal transcoding, who could hardly read aloud two-
digit numbers, but could read them as single digits (“four, two”). Neuropsychological examination
showed that ZN’s deficit was neither in digit input nor in phonological output processes, as he could
copy and repeat two-digit numbers. His deficit thus lied in a central process that converts digits to
abstract number words and sends this information to phonological retrieval processes. Crucially, in
spite of this deficit in number transcoding, ZN’s two-digit comprehension was spared in several ways:
(1) he could calculate two-digit additions; (2) he showed good performance in a two-digit comparison
task, and a continuous distance effect; and (3) his performance in a task of mapping numbers to
positions on an unmarked number line showed a logarithmic (nonlinear) factor, indicating that he
represented two-digit Arabic numbers as holistic two-digit quantities. Thus, at least these aspects of
number comprehension can be performed without converting the two-digit number from digits to
verbal representation.

9.1. Introduction

Benjamin Lee Whorf suggested that language li¢seatore of human thought and shapes
our concepts (Whorf, 1940). In the domain of arigtia) this view has been explicitly refuted
by showing that a broad array of numerical absitage spontaneously present even without
verbal representation of numbers. This has beemdstmated in animals, preverbal infants, and
adults from language communities with a reducedctex of number words (Brannon &
Terrace, 2000; Dehaene et al., 2008; Dehaene, M@lkben, & Wilson, 2004; Feigenson et
al., 2004; Hauser, Carey, & Hauser, 2000; Nieddbéhaene, 2009; Viswanathan & Nieder,
2013). Yet a narrower hypothesis may still be témabccording to which some higher
mathematical abilities are tightly coupled with damage: a specifically human recursive
computation mechanism may underlie syntactic pseEssnot only in language, but in other
cognitive processes, including the way we represauiti-digit numbers and mathematical
expressions (Hauser et al., 2002; Houdé & Tzourazdjer, 2003). Even this view of “global

° This chapter was published as Dotan, D., Friedmiinn& Dehaene, S. (2014). Breaking down numbaetasy
Spared comprehension of multi-digit numbers intéepawith impaired digit-to-word conversioB8ortex 59, 62—
73. doi:10.1016/j.cortex.2014.07.005. The text heidentical with the published article, excegdbreatting and
removing some parts that would, if remained, repdatr sections of this dissertation.
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syntax”, however, is challenged by certain findinigiain areas and functional processes that
characterize language syntax are dissociable friomset that support many combinatorial
mathematical processes, including the processirajgafbraic operations (Monti, Parsons, &
Osherson, 2012) and mathematical expressions (Maray Pallier, Jobert, Sigman, &
Dehaene, 2012), multi-digit number naming (Bryshderas, & Noél, 1998), transcoding, and
multi-digit calculation (Varley, Klessinger, Romamski, & Siegal, 2005).

The present chapter aims to further probe thiseidsu analyzing dissociations between
different syntactic processes within the domaimahber cognition in an aphasic patient with
impaired conversion of Arabic numbers to words.c8mally, we asked whether the meaning
of two-digit Arabic numbers can be accessed indepetty of their verbal representations when
the syntactic mechanisms converting numbers to svare impaired. Our goal is to examine in
detail the locus and nature of the patient's inmpait in transcoding, and to evaluate his number
meaning abilities and syntactic processes of nurob@prehension using various tasks.

Numbers have three distinct representations: tlaey e coded in digits as Arabic
numerals (68), as number words (sixty-eight), oqaantities, the dominant "meaning" of the
number. These different cognitive representatioasdasociable (Gordon, 2004; Lemer et al.,
2003), can be selectively impaired (Cohen & Deha2@0@0), and are implemented in different
brain areas (Dehaene et al., 2003). However, ttegsesentations are tightly related: symbolic
representations of numbers (words, digits) are catsal with the corresponding quantities,
which can be represented spatially along a lefight mental number line (Dehaene et al.,
1993; Loetscher et al., 2010; Moyer & Landauer, 74 %uiz Fernandez et al., 2011; Shaki et
al., 2009).

Multi-digit Arabic numerals enter into several tgpef internal conversion processes.
Converting multi-digit Arabic numbers to number @sris a syntactic process that requires
encoding the relative positions of the digits adany to the base-10 system, converting each
digit to a word according to its position, and canifiy the words, sometimes with the addition
of coordination markers (“and”). This syntactic quiocess can be selectively impaired
(Cipolotti, 1995; Noél & Seron, 1993). But multigiti Arabic numbers can also be quickly
converted into the corresponding quantity (Dehasrad., 1990; Reynvoet & Brysbaert, 1999;
and Section A of this dissertation). Computing thuantity associated with an Arabic multi-
digit number requires encoding the relative posgiof the digits and combining their quantities
according to the base-10 principles. Thus, syrdagperations are required when converting
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multi-digit Arabic numerals either to verbal numiesrds or to quantities. Is a single syntactic
process involved in both conversion processes?pidsent study addresses one aspect of this
guestion: we asked whether the conversion of adigit-Arabic number into a quantity can be
spared when the syntactic operation involved imfog a verbal representation of the number
is impaired.

The triple-code model of number processing (Deha&f82; Dehaene & Cohen, 1995)
predicts that there is a direct conversion roudenfArabic inputs to the quantity representation,
independent of the Arabic-to-verbal route. Howetke verbal representation of numbers is
also thought to play a crucial role even in taskat tdo not necessarily involve overt
comprehension and production of verbal numbers, mgmorization of arithmetic facts (Cohen
& Dehaene, 2000; Dehaene, 1992; Dehaene & Coh&V)1%he relation between verbal
representations and quantity is sometimes surghisioomplex, to the extent that quantity
encoding may be affected by the language in whigbrhal number is presented, even in the
same person: Dehaene et al. (2008) investigatedidndls from an Amazonian culture with
little or no formal mathematical education, andrfduhat their quantity processing showed a
more linear pattern when numbers were presentadVifestern second language (Portuguese)
than in their native tongue, Mundurucu, where naiseyielded a more logarithmic pattern.

To separate these two possibil